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Online recommender system

SCENARIO EXERCISE
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Abstract
T y p e o f O E R :

G o a l / P u r p o s e :

E x p e c t e d L e a r n i n g O u t c om e s :

S u g g e s t e d M e t h o d o l o g i c a l A p p r o a c h

K e y w o r d s :

This scenario-based exercise puts students in the role of a machine learning (ML) 
practitioner tasked with analysing the fairness of online recommender systems. It 
explores how continuous adaptation to user behaviour can amplify existing biases over 
time. Students will be challenged to identify bias and evaluate mitigation strategies.

The student will be able to:
• Identify potential sources of bias in ML-generated 

recommendations;
• Compare fairness metrics such as demographic parity and 

exposure equity;
• Understand how feedback loops affect fairness over time in 

online recommender systems.

Problem-Based Learning.

Machine Learning, Recommendation, Biases, Fairness

Scenario Exercise using Google Colab (riverML)
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INTRODUCTION

In the context of increasingly personalised digital experiences, AI-driven 
recommender systems play a pivotal role in shaping consumer behaviour, 
influencing purchasing decisions, and determining the visibility of products and 
content across user segments. While these systems offer considerable 
advantages for marketing and business optimisation, they also raise pressing 
ethical and regulatory concerns—particularly regarding fairness, transparency, 
and potential discrimination (Akter et al., 2022; Bozdag, 2013).
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INTRODUCTION

Recommender systems are not merely algorithmic artefacts but complex 
sociotechnical constructs, influenced by human decisions at every stage—from 
data collection and model design to output interpretation and deployment 
(Bozdag, 2013). Biases can emerge from multiple sources: human prejudices, 
technical limitations, or contextual misalignments. In marketing environments 
especially, these biases can interact and compound, shaping not only system 
performance but also user experiences and societal outcomes (Akter et al., 
2022).
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INTRODUCTION

One significant concern lies in the iterative nature of recommender systems, 
which depend on user feedback to retrain and refine predictive models. This 
feedback loop may reinforce existing input-output imbalances, leading to 
persistent disparities over time (Sun et al., 2020). As models continuously 
incorporate new user data and preferences, their fairness and accuracy are 
subject to dynamic change. If left unchecked, this can result in overfitting to 
dominant user behaviours, exacerbating the under-representation of minority 
groups and restricting content diversity—a phenomenon associated with 
algorithmic gatekeeping and the rise of filter bubbles (Harambam et al., 2018)
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INTRODUCTION
Motivated by these challenges, this scenario-based exercise invites students to 

explore the ethical dimensions of recommender systems using the MovieLens
100K dataset as a testbed. Through hands-on experimentation, students 
examine how algorithmic feedback loops may unintentionally amplify 
inequalities, particularly by skewing content visibility and favouring majority 
preferences. They are encouraged to investigate both technical and ethical 
aspects of these systems, bridging theoretical insight with practical analysis.
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This pedagogical approach fosters critical awareness of the risks associated with 

unethical personalisation—including loss of consumer trust, reputational harm, 
and diminished access to opportunities for marginalised users. The exercise 
highlights that fairness in AI is not a static evaluation, but a dynamic, ongoing 
responsibility. As user preferences evolve and content shifts, so too must 
models adapt to maintain balanced performance across all user groups. 
Ultimately, this learning experience equips students with the tools to design AI 
systems that are not only effective and efficient, but also equitable, transparent, 
and socially responsible.
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DATA & TOOL PRESENTATION

This exercise leverages the MovieLens 100K dataset, a widely-used benchmark in 
recommender system research. The dataset includes 100,000 ratings, 943 users, 
1,682 movies, along with user demographic data (e.g., age, gender, occupation).

While useful for algorithm testing, the dataset contains significant fairness 
challenges:
• Imbalanced representation across demographic groups;
• Skewed rating distributions;
• Over-representation of popular items.

These characteristics make MovieLens 100K ideal for exploring bias and fairness in 
recommendation algorithms.
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DATA & TOOL PRESENTATION

RiverML is an open-source Python library specifically designed for machine learning 
on data streams. It provides tools for building, training, and evaluating models that 
learn incrementally from data arriving in real time, rather than in batch. RiverML
supports both supervised and unsupervised learning algorithms, offering features 
like adaptive learning, concept drift detection, and stream preprocessing. Its 
modular design makes it easy to combine models, preprocessing steps, and 
evaluation strategies, making it a powerful choice for online learning applications 
such as fraud detection, recommendation systems, and sensor data analysis. The 
fairness metrics available in the library were implemented by the FEP team, 
contributing to the ethical evaluation of streaming models.

This tool enables the execution of fairness evaluation pipelines and visual 
comparison of recommendation performance across groups and time.
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HANDS-ON ACTIVITIES

Activity:
• Access the provided Jupyter Notebook at https://tinyurl.com/5n8vvpx9.
• Execute all cells in the notebook.
• Analyse and compare fairness metrics across different user groups (e.g., by 

gender, age).
• Observe how fairness indicators evolve as more user interactions are 

collected

Discussion Prompts:
• Which user groups are systematically favoured or disadvantaged?
• How does recomendation quality change over time?
• What trade-offs emerge when trying to balance engagemen with fairness?

https://tinyurl.com/5n8vvpx9
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CONCLUSION

This exercise illustrates the dynamic nature of fairness in online recommendation 
systems. While initial system performance may appear unbiased, long-term 
operation can lead to significant disparities due to feedback loops and 
popularity bias. These imbalances affect user experience and trust, particularly 
for underrepresented or minority user groups.

By applying fairness metrics and analysing the evolution of bias in real time, 
students gain practical insight into ethical ML deployment. They also explore the 
limitations of static evaluation and the importance of continuous fairness 
monitoring in adaptive systems. The exercise underlines the tension between 
optimising for engagement and ensuring equitable treatment—a key challenge 
for ethical AI design.
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Ensuring fairness in AI-driven personalisation is not merely an 

algorithmic refinement, but a fundamental step towards aligning 
technological innovation with ethical principles
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