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....................... « 01 Resumen

Tipo de REA

Demostracion/simulacién con Google
Colab (clasificador RandomForest frente

a FairGBM).

Proporcionar al alumnado una exploracidn practica y critica de como la toma de
decisiones algoritmica en el andlisis y la previsidn financieros puede reproducir
desigualdades estructurales mediante la comparacion de los resultados de las
métricas de equidad. Esta simulacion fomenta la reflexidn sobre las dimensiones
éticas de la automatizacion financiera y promueve el desarrollo de modelos

v predictivos mas justos e inclusivos.

----------- Resultados de aprendizaje esperados g

Al final de la simulacion, el alumnado serd capaz de:

m Detectar e interpretar el sesgo algoritmico en la aprobacidon de créditos.

m Reflexionar sobre las implicaciones éticas de las decisiones financieras
automatizadas.

m Utilizar métricas de equidad para evaluar los resultados del modelo.

Palabras

Enfoque metodologico sugerido
clave 9 & &

Aprendizaje basado en
problemas

Aprendizaje
automatico

Clasificacion
Sesgos
Equidad

Se requieren conocimientos intermedios de programacion en
Python para comprender y trabajar con el contenido de este
REA.




+ 02 Introduccidn -

Las herramientas de previsidon financiera basadas en la inteligencia
artificial se estan adoptando cada vez mas para automatizar las
decisiones relacionadas con el crédito, como la aprobacién de
préstamos y la evaluacion de riesgos (véase, por ejemplo, Chen,

2020; Dastile et al., 2020; Chen et al., 2024; HeR y Damasio, 2025).
Estas tecnologias ofrecen considerables ventajas en términos de
eficiencia, coherencia y escalabilidad. Sin embargo, cuando se

implementan en contextos histéricamente marcados por
desigualdades estructurales, plantean importantes cuestiones éticas.

Una cuestion central es la posibilidad de que estos
sistemas reproduzcan, o incluso amplifiquen, los
sesgos existentes en los datos financieros. Los
algoritmos que parecen neutrales pueden, cuando
se entrenan con conjuntos de datos sesgados o
incompletos, producir resultados injustos que
afectan de manera desproporcionada a grupos ya
marginados o vulnerables.

Un ejemplo particularmente convincente es el de
las mujeres (Orser et al., 2006; Ongena y Popoyv,
2016; Moro et al.,, 2017; Beck et al., 2018; De
Andrés et al., 2021, entre otros) y las personas
negras (Chatterji y Seamans, 2012), que siguen
enfrentdndose a barreras agravadas para acceder
al crédito de las instituciones financieras
tradicionales debido a formas de discriminacién
que se entrecruzan.

cion invita a los

estudiantes a explorar de forma critica Ia
interseccién entre el aprendizaje automatico, la
prevision financiera y la equidad. Utilizando un
conjunto de datos sintéticos que refleja solicitudes
de crédito realistas, el alumnado investigara cdmo
atributos como el género, la ocupacion, la
educacion y el estado civil influyen en los
resultados de la aprobacidon de los préstamos. El
conjunto de datos se ha  construido
deliberadamente para codificar patrones sutiles de
sesgo, lo que ofrece una oportunidad practica para
detectar, analizar y mitigar las disparidades
mediante la experimentacion aplicada.

Basado en la literatura mds amplia sobre inclusion
financiera y brechas de financiacidn, este ejercicio
desafia al alumnado a reflexionar sobre como los
sistemas de IA pueden reforzar o confrontar la
injusticia sistémica. Al hacerlo, no solo adquiriran
competencias técnicas en auditoria de equidad y
mitigacion de sesgos, sino que también
desarrollardn una comprensiéon critica de las
responsabilidades éticas asociadas con el disefio y
la implementaciéon de la IA en los ecosistemas
financieros.




-+ 03 Presentacion de

herramientas

El escenario principal que se presenta en esta
simulacion se centra en un conjunto de datos
sintético de solicitudes de préstamos.

Género

Raza

Edad

Ocupacién

Nivel educativo

Estado civil

La variable objetivo

es la aprobacion del
préstamo,

El objetivo es investigar dos cuestiones principales||

modelada como un
problema de
clasificacion binaria.

Aunque el conjunto de datos se ha construido para reflejar condiciones realistas,
incorpora intencionadamente patrones ocultos de sesgo. Por ejemplo, las mujeres
empresarias rurales pueden enfrentarse a tasas de rechazo mas altas que sus v
homodlogos masculinos o urbanos, incluso cuando se controlan las cualificaciones y
los factores de riesgo. Esto simula como las barreras histdricas y sistémicas pueden
replicarse en los sistemas automatizados.

¢Los algoritmos de aprendizaje automatico «recomiendan» de manera
desproporcionada el rechazo de las solicitudes de crédito presentadas por
personas negras y mujeres en los modelos predictivos binarios?

m ¢Qué factores estructurales o algoritmicos pueden contribuir a esta
disparidad?




04 Ejecucién de la

simulacion

Acceda al cuaderno de simulacion
Vaya a _https://tinyurl.com/2txxdk9s

Ejecutar el cédigo

Ejecute todas las celdas del cuaderno de forma secuencial.
Aseglrese de que no se produzcan errores y de que todos los
resultados se muestren correctamente. Para ello, haga clic en el
botdn de reproduccion situado en la parte superior izquierda de
cada celda.

Explorar el conjunto de datos!

Revise la estructura y el contenido del conjunto de datos. Preste
especial atencidn a las variables demograficas clave, como el
género, la ocupacion, la educacidn y el resultado del préstamo.
Observe cualquier posible desequilibrio o patrén que pueda
indicar un sesgo.

Analizar la equidad

Examine los resultados. Compare las tasas de aprobacién entre
los diferentes grupos demograficos, centrandose especialmente
en el género y la raza. Utilice las métricas de equidad
proporcionadas en el cuaderno (por ejemplo, paridad
demografica, impacto desigual) para cuantificar el posible sesgo.

Compare los resultados

Compare cuidadosamente los resultados del modelo antes y
después de aplicar las intervenciones de equidad, si se incluyen.

Reflexione sobre los resultados

Basandose en los resultados observados, reflexione sobre las
implicaciones éticas y practicas del uso de la IA en la toma de
decisiones financieras. Considere las ventajas e inconvenientes
entre precision, eficiencia y equidad.

1. Tutorial de la herramienta «What If» (¢ Qué pasaria si...?) -https://www.you

tube.com/watch?v=jHojeFCc5HE



https://tinyurl.com/2txxdk9s
https://www.youtube.com/watch?v=jHojeFCc5HE
https://www.youtube.com/watch?v=jHojeFCc5HE

- 05 Conclusién

Los datos en

los que nos basamos para esta

simulacion se utilizan ampliamente para estudiar la
equidad y el sesgo en el aprendizaje automatico, ya
que incluyen atributos sensibles como el género y la
raza. Se utilizan habitualmente para predecir si los
ingresos de una persona superan los 50 000 délares
al ano basandose en caracteristicas como la edad, la
educacion, la ocupacion y el estado civil.

Nuestra simulacion demuestra como los sistemas
de prevision financiera basados en la inteligencia
artificial, si no se examinan, pueden perpetuar los
sesgos estructurales incorporados en los datos
histéricos.

Resumen de resultados |

Revela que la precision predictiva del rechazo de
créditos en modelos binarios es mayor para las
personas negras y las mujeres que para las
personas blancas y los hombres.

Precision en la prediccion de las decisiones de rechazo de crédito, es decir,

«negativos» verdaderos (%)

Incluso en modelos simplificados como el que nos
ocupa, la presencia de resultados sesgados —
como el menor porcentaje de falsos negativos en
las tasas de rechazo previstas para las personas
negras y las mujeres— pone de relieve la
responsabilidad ética de los desarrolladores vy
analistas de auditar y perfeccionar los sistemas de
IA. Estos resultados reavivan el debate sobre los
puntos ciegos de los modelos de puntuacion
crediticia (véase, por ejemplo, Robb y Robinson,
2018).

Blanco

Al trabajar directamente con métricas de equidad
y estrategias de mitigacion, los estudiantes no solo
adquieren herramientas técnicas para identificar
sesgos, sino que también desarrollan una
comprension mads profunda de codmo se
manifiestan dichos sesgos y coémo se pueden
abordar. Este ejercicio refuerza el principio de que
la equidad en la IA financiera no es una cuestion
secundaria, sino un componente fundamental de
la innovacién responsable y sostenible.
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https://www.youtube.com/@CiEGateway
https://www.linkedin.com/company/cooperation-in-education-gateway
https://www.instagram.com/cie.gateway?igsh=dzNxYnl3OGpnbmpn
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