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....................... o 0 1 Streszczenie

Rodzaj OER

Demonstracja/symulacja przy uzyciu

Google Colab (RandomForest vs FairGBM
Classifier)

................. cel/przeznaczenie (

Zapewnienie studentom praktycznej i krytycznej analizy tego, w jaki sposéb
algorytmiczne podejmowanie decyzji w analizie finansowej i prognozowaniu moze
reprodukowac nieréwnosci strukturalne poprzez poréwnanie wynikéw uzyskanych na
podstawie wskaznikow sprawiedliwosci. Symulacja ta zacheca do refleksji nad
etycznymi aspektami automatyzacji finansowej i promuje opracowywanie bardziej
v sprawiedliwych i integracyjnych modeli prognostycznych.

----------- Oczekiwane efekty ksztatcenia

Pod koniec symulacji studenci bedq potrdfili:

m Wykrywanie i interpretacja algorytmicznych tendencyjnosci w procesie
zatwierdzania kredytow;

m Refleksja nad etycznymi implikacjami zautomatyzowanych decyzji
finansowych. v

m Wykorzystanie wskaznikow sprawiedliwosci do oceny wynikéw modelu;

Stowa Sugerowane podejscie metodologiczne
kluczowe g P . .

Uczenie Nauka oparta na
maszynowe problemach

Klasyfikacja

Stronniczos¢
Sprawiedliwos¢

Aby zrozumieé i pracowac z trescig tego OER, wymagana jest
$redniozaawansowana znajomos¢ programowania w jezyku
Python.




- 02 Wprowadzenie

Narzedzia do prognozowania finansowego oparte na
sztucznej inteligencji sg coraz czesciej wykorzystywane do
automatyzacji decyzji kredytowych, takich jak zatwierdzanie
pozyczek i ocena ryzyka (patrz np. Chen, 2020; Dastile i in.,
2020; Chen i in., 2024; Hel? & Damasio, 2025). Technologie
te oferujg znaczne korzysci pod wzgledem wydajnosci,
spojnosci i skalowalnosci. Jednak w kontekscie historycznie
uksztattowanym przez nieréwnosci strukturalne budzg one

powazne obawy etyczne.

Gtéwna kwestig jest potencjat tych systeméw do
powielania — a nawet wzmacniania — istniejgcych
uprzedzen zakorzenionych w danych finansowych.
Algorytmy, ktére wydajg sie neutralne, moga, gdy
sg szkolone na podstawie stronniczych Ilub
niekompletnych  zbiorow danych, generowad
niesprawiedliwe wyniki, ktére w nieproporcjonalny
sposodb wptywajg na juz zmarginalizowane lub
wrazliwe grupy spoteczne.

Szczegdlnie przekonujgcym przyktadem sg kobiety
(Orseriin., 2006; Ongena i Popov, 2016; Moro i in.,
2017; Beck i in., 2018; De Andrés i in., 2021,
miedzy innymi) oraz oséb czarnoskdrych (Chatterji
& Seamans, 2012), ktore nadal borykajg sie z
wieloma barierami w dostepie do kredytéw
udzielanych przez tradycyjne instytucje finansowe
z powodu krzyzujacych sie form dyskryminacji.

studentow do krytycznego zbadania powigzan
miedzy uczeniem maszynowym, prognozowaniem
finansowym i sprawiedliwos$cig. Korzystajagc z
syntetycznego zbioru danych odzwierciedlajgcego
realistyczne wnioski kredytowe, studenci zbadaja,
w jaki sposéb cechy takie jak pteé, zawdd,
wyksztatcenie i stan cywilny wptywajg na wyniki
zatwierdzania kredytéw. Zbiér danych zostat
celowo skonstruowany tak, aby zakodowac
subtelne wzorce stronniczosci, oferujgc praktyczng
mozliwo$¢ wykrywania, analizowania i tagodzenia
dysproporcji poprzez eksperymenty stosowane.

Cwiczenie to, oparte na szeroko pojetej literaturze
dotyczacej integracji finansowej i luk w
finansowaniu, stanowi dla studentéw wyzwanie do
refleksji nad tym, w jaki sposéb systemy sztucznej
inteligencji moga wzmacniaé¢ lub przeciwdziata¢
systemowej niesprawiedliwos$ci. Dzieki temu
studenci nie tylko zdobedg kompetencje
techniczne w zakresie audytu sprawiedliwosci i
ograniczania uprzedzen, ale takize rozwing
krytyczne zrozumienie odpowiedzialnosci etycznej

zwigzanej z projektowaniem i wdrazaniem
sztucznej inteligencji w ekosystemach
finansowych.
na symulacji zacheca
....




....................... o 03 Prezentacja narzedzi

Podstawowy scenariusz przedstawiony w tej
symulacji koncentruje sie na zbiorze danych
dotyczacych syntetycznych wnioskow kredytowych.

Dane obejmuja cechy demograficzne i spoteczno-ekonomiczne, takie jak

Ptec

Rasa

Wiek

Zawod

Poziom wyksztatcenia
Stan cywilny

Zmiennq docelowq
jest zatwierdzenie
kredytu,

modelowane jako
problem klasyfikacji
binarnej.

Chociaz zbiér danych zostat skonstruowany tak, aby odzwierciedlat realistyczne
warunki, celowo zawiera ukryte wzorce stronniczosci. Na przyktad kobiety-
przedsiebiorcy z obszaréw wiejskich mogg spotyka¢ sie z wyzszym odsetkiem v
odmow niz ich koledzy lub kobiety z obszaréw miejskich, nawet przy uwzglednieniu
kwalifikacji i czynnikéw ryzyka. Symuluje to, w jaki sposdb historyczne i systemowe
bariery mogg by¢ powielane w systemach automatycznych.

Celem jest zbadanie dwach podstawowych kwestii

Algorytmy uczenia maszynowego w nieproporcjonalny sposob ,,zalecajg”
odrzucenie wnioskéw kredytowych sktadanych przez osoby czarnoskoére i
kobiety w binarnych modelach predykcyjnych?

m Jakie czynniki strukturalne lub algorytmiczne mogg przyczyniac sie do tej
dysproporcji?




Dostep do zeszytu symulacji
Przejdz do strony https://tinyurl.com/2txxdk9s

02|

Uruchom kod

Uruchom kolejno wszystkie komorki w notatniku. Upewnij sie, ze
nie wystepujg zadne btedy i ze wszystkie wyniki sg wyswietlane
poprawnie. W tym celu kliknij przycisk odtwarzania w lewym
gornym rogu kazdej komorki.

Zapoznaj sie z zestawem danych!

Przejrzyj strukture i zawarto$é zbioru danych. Zwrd¢ szczegdlng
uwage na kluczowe zmienne demograficzne, takie jak ptec,
zawod, wyksztatcenie i wynik kredytu. Zwrd¢ uwage na wszelkie
potencjalne nieréwnosci lub wzorce, ktére moga wskazywac na
stronniczosc¢.

Analiza sprawiedliwosci

Przeanalizuj wyniki. Poréwnaj wskazniki zatwierdzen w réznych
grupach demograficznych, zwracajac szczegblng uwage na ptec i
rase. Wykorzystaj wskazniki sprawiedliwosci podane w notatniku
(np. parytet demograficzny, nieréwny wptyw), aby oszacowac¢
potencjalne stronniczosci.

Porownaj wyniki

Doktadnie poréwnaj wyniki modelu przed i po zastosowaniu
interwencji dotyczgcych sprawiedliwosci, jesli zostaty one
uwzglednione.

Zastanow sie nad wynikami

Na podstawie zaobserwowanych wynikdéw zastanéw sie nad
etycznymi i praktycznymi implikacjami wykorzystania sztuczne;j
inteligencji w podejmowaniu decyzji finansowych. Rozwaz
kompromisy miedzy doktadnoscig, wydajnoscig i
sprawiedliwoscia.

1. Samouczek dotyczacy narzedzia What If —https://www.youtube.com/watc
h?v=jHojeFCc5HE



https://tinyurl.com/2txxdk9s
https://www.youtube.com/watch?v=jHojeFCc5HE
https://www.youtube.com/watch?v=jHojeFCc5HE

- 05 Wnhnioski

Dane, na ktorych oparlismy te symulacje, sg

szeroko wykorzystywane do badania

sprawiedliwosci i stronniczosci w uczeniu

maszynowym, poniewaz zawierajg wrazliwe

atrybuty, takie jak ptec i rasa. Sg one

powszechnie stosowane do przewidywania, czy
dochdd danej osoby przekracza 50 000 dolarow
rocznie, na podstawie takich cech, jak wiek,

wyksztatcenie, zawadd i stan cywilny.

Nasza symulacja pokazuje, w jaki sposdb systemy
prognozowania finansowego oparte na sztucznej
inteligencji, jedli nie zostang poddane weryfikacji,
moga utrwalaé strukturalne uprzedzenia
zakorzenione w danych historycznych.

Podsumowanie wynikéw ||

Wynika z niej, ze doktadnos$¢ prognozowania
odmowy udzielenia kredytu w modelach binarnych
jest wyzsza w przypadku oséb czarnoskdrych i
kobiet niz w przypadku oséb rasy biatej i mezczyzn.

Doktadnosé¢ w przewidywaniu decyzji o odrzuceniu wniosku kredytowego — tj.
prawdziwe ,,wyniki negatywne” (%)

97
KOBIETA

MEZCZYZNI

Nawet w uproszczonych modelach, takich jak ten,
obecno$¢ stronniczych wynikéw — takich jak nizszy
odsetek  wynikdw  fatszywie  ujemnych w
przewidywanych wskaznikach odrzucenia dla oséb
czarnoskérych i kobiet — podkresla etyczng
odpowiedzialnos¢ programistéw i analitykéw za
kontrolowanie i udoskonalanie systemdw sztucznej
inteligencji. Wyniki te ponownie rozpalajg dyskusje
na temat martwych punktéw w modelach oceny
zdolnosci kredytowej (patrz np. Robb & Robinson,
2018).

86
MEZCZYZNI

KOBIETY

Angazujgc  sie  bezposrednio w  pomiary
sprawiedliwosci i strategie tagodzenia skutkéw,
studenci nie tylko zdobywajg narzedzia techniczne
do identyfikacji stronniczosci, ale takze rozwijajg
gtebsze zrozumienie tego, jak takie stronniczosci
sie przejawiaja i jak mozna je eliminowac.
Cwiczenie to wzmacnia zasade, ze sprawiedliwos¢
w finansowej sztucznej inteligencji nie jest kwestig
drugorzedng, ale podstawowym elementem
odpowiedzialnych i zréwnowazonych innowacji.
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https://www.youtube.com/@CiEGateway
https://www.linkedin.com/company/cooperation-in-education-gateway
https://www.instagram.com/cie.gateway?igsh=dzNxYnl3OGpnbmpn

	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9

