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- (01 Resumo

Tipo de REA

Demonstracao/Simulacdo utilizando o

Google Colab (RandomForest vs FairGBM
Classifier)

o Objetivo/Finalidade &

-------- Resultados de aprendizagem esperados

Proporcionar aos estudantes uma exploragdo pratica e critica de como a tomada de
decisGes algoritmicas na anadlise e previsdo financeira pode reproduzir desigualdades
estruturais, comparando os resultados de métricas de equidade. Esta simulagao
incentiva a reflexao sobre as dimensdes éticas da automacao financeira e promove o
desenvolvimento de modelos preditivos mais justos e inclusivos.

Ao final da simulagdo, os estudantes serdo capazes de:

m Detetar e interpretar o viés algoritmico na aprovacao de crédito;
m Refletir sobre as implicacGes éticas das decisdes financeiras automatizadas.

m Utilizar métricas de equidade para avaliar os resultados do modelo; v

Palavras- Sugerido Abordagem metodoldgica
chave

Aprendizagem Aprendizagem baseada em
automatica problemas
Classificacao

Preconceitos
Equidade

E necessario ter conhecimentos intermédios de programagdo

Python para compreender e trabalhar com o conteudo deste
REA.




» 02 Introducio

Ferramentas de previsao financeira baseadas em IA estao a
ser cada vez mais adotadas para automatizar decisdes
relacionadas com crédito, como aprovacoes de
empréstimos e avaliacdes de risco (ver, por exemplo, Chen,
2020; Dastile et al., 2020; Chen et al., 2024; HelR & Damasio,
2025). Essas tecnologias oferecem beneficios consideraveis
em termos de eficiéncia, consisténcia e escalabilidade. No
entanto, quando implementadas em contextos
historicamente moldados por desigualdades estruturais,
elas levantam questdes éticas significativas.

Uma questdo central é o potencial desses sistemas
de replicar — ou mesmo amplificar —
preconceitos existentes incorporados nos dados
financeiros. Algoritmos que parecem neutros
podem, quando treinados com conjuntos de dados
tendenciosos ou incompletos, produzir resultados
injustos que afetam desproporcionalmente grupos
ja marginalizados ou vulnerdveis.

Um exemplo particularmente convincente é o das
mulheres (Orser et al., 2006; Ongena & Popoyv,
2016; Moro et al.,, 2017; Beck et al.,, 2018; De
Andrés et al., 2021, entre outros) e individuos
negros (Chatterji & Seamans, 2012), que
continuam a encontrar barreiras no acesso ao
crédito de instituicdes financeiras tradicionais
devido a formas interseccionais de discriminagdo.

Este exercicio baseado em simulacdo convida os
alunos a explorar criticamente a intersegdo entre
aprendizagem automatica, previsdo financeira e
equidade. Utilizando um conjunto de dados
sintéticos que reflete pedidos de crédito realistas,
os estudantes investigardao como atributos como

género, ocupacdo, educacdo e estado civil
influenciam os resultados da aprovacdo de
empréstimos. O conjunto de dados foi

deliberadamente  construido  para  codificar
padrdes subtis de preconceito, oferecendo uma
oportunidade pratica para detectar, analisar e
mitigar disparidades por meio de um conjunto
de experiéncias.

Com base na literatura mais ampla sobre inclusdo
financeira e lacunas de financiamento, este
exercicio desafia os estudantes a refletir sobre
como os sistemas de IA podem reforcar ou
confrontar a injustica sistémica. Ao fazé-lo, eles
ndo s6 ganhardo competéncias técnicas em
auditoria de equidade e mitigacdo de
preconceitos, mas também desenvolverdo uma
compreensdo critica das responsabilidades éticas
associadas a concecdo e implementacdo de IA em
ecossistemas financeiros.




....................... .03 Apresentagﬁo das
ferramentas

O cenario principal apresentado nesta simulagao
centra-se num conjunto de dados sintéticos de
pedidos de empréstimos.

* Género

° Raga

° |dade

*  Ocupagao

* Nivel de escolaridade

* Estado civil

A varidvel-alvo é a
aprovagdo do
empréstimo,

modelada como um
problema de
classificagcdo bindria.

Embora o conjunto de dados tenha sido construido para refletir condicGes realistas,
ele incorpora intencionalmente padrées ocultos de preconceito. Por exemplo,
mulheres empresarias rurais podem enfrentar taxas de rejeicdo mais altas do que v
seus colegas homens ou urbanos, mesmo quando se controlam as qualificacbes e
os fatores de risco. Isso simula como barreiras histéricas e sistémicas podem ser
replicadas em sistemas automatizados.

O objetivo é investigar duas questoes principais

Os algoritmos de ML “recomendam” de forma desproporcional a rejeicao de
pedidos de crédito apresentados por individuos negros e mulheres em
modelos preditivos bindrios?

m Que fatores estruturais ou algoritmicos podem contribuir para essa
disparidade?




Acesse o Caderno de Simulagcao
Aceda a https://tinyurl.com/2txxdk9s

Execute o cadigo

Execute todas as células do caderno sequencialmente.
Certifique-se de que ndo ocorram erros e que todas as saidas
sejam exibidas corretamente. Para isso, clique em reproduzir no
canto superior esquerdo de cada célula.

Explore o conjunto de dados?

Analise a estrutura e o contetdo do conjunto de dados. Preste
muita atenc¢do as principais variaveis demograficas, como sexo,
ocupacado, escolaridade e resultado do empréstimo. Observe
quaisquer potenciais desequilibrios ou padrdes que possam
indicar preconceito.

Analise a equidade

Examine os resultados. Compare as taxas de aprovagdo entre
diferentes grupos demograficos, com foco especial em género e
raca. Use as métricas de equidade fornecidas no caderno (por
exemplo, paridade demografica, impacto desigual) para
guantificar possiveis preconceitos.

Compare os resultados

Compare cuidadosamente os resultados do modelo antes e
depois de aplicar intervencdes de equidade, se incluidas.

Reflita sobre as conclusodes

Com base nos resultados observados, reflita sobre as
implicacdes éticas e praticas do uso da IA na tomada de decisdes
financeiras. Considere as compensacdes entre precisao,
eficiéncia e equidade.

1. Tutorial da ferramenta What If -https://www.youtube.com/watch?v=jHoje
FCcS5HE



https://tinyurl.com/2txxdk9s
https://www.youtube.com/watch?v=jHojeFCc5HE
https://www.youtube.com/watch?v=jHojeFCc5HE

....................... « 05 Conclusio

Os dados em que nos baseamos para esta
simulacao sao amplamente utilizados para

estudar a equidade e o preconceito na

aprendizagem automatica, devido a inclusao de
atributos sensiveis, como género e raga. Sao

comumente utilizados para prever se o

rendimento de um individuo excede USS 50.000
por ano com base em caracteristicas como idade,

escolaridade, ocupacao e estado civil.

A nossa simulagao demonstra como os sistemas de
previsao financeira baseados em IA, se ndo forem
examinados, podem perpetuar preconceitos
estruturais incorporados nos dados histéricos.

Resumo dos resultados

Ela revela que a precisdao preditiva da rejeicao de
crédito em modelos bindrios é maior para
individuos negros e mulheres do que para
individuos brancos e homens.

Precisdo na previsdo de decisées de rejeigcdo de crédito — ou seja, verdadeiros

«negativos» (%)

Mesmo em modelos simplificados como o que
temos em maos, a presenca de resultados
tendenciosos — como a menor percentagem de
falsos negativos nas taxas de rejeicdo previstas
para individuos negros e mulheres — destaca a
responsabilidade ética dos desenvolvedores e
analistas de auditar e refinar os sistemas de IA.
Esses resultados reacendem a discussao sobre
pontos cegos nos modelos de pontuacdo de
crédito (ver, por exemplo, Robb & Robinson, 2018).

Ao envolverem-se diretamente com métricas de

equidade e estratégias de mitigacdo, os alunos nado
so adquirem ferramentas técnicas para identificar
preconceitos, mas também desenvolvem uma
compreensdo mais profunda de como esses
preconceitos se manifestam e como podem ser
abordados. Este exercicio reforca o principio de
gue a equidade na IA financeira ndo é uma
preocupagao secundaria, mas um componente
central da inovacdo responsavel e sustentavel.
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