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STUDIUM

Niniejszy OER stanowi studium przypadku dotyczace tego, w jaki sposéb stronnicze Iub
niereprezentatywne dane moga prowadzi¢ do niepozadanych skutkéw, dyskryminacji i wykluczenia
poprzez wykorzystanie automatycznych ustug oceny zdolnosci kredytowej. Studium przypadku
analizuje pojawienie sie i rozwoéj automatycznych systemow podejmowania decyzji kredytowych, ktére
wykorzystujg algorytmy do analizy réznych punktéw danych w celu oceny zdolnosci kredytowej danej
osoby i podjecia decyzji o zatwierdzeniu lub odrzuceniu wniosku kredytowego.

Studium przypadku koncentruje sie na tym, jak dziatajg systemy oceny zdolnosci kredytowej,
wykorzystujgc symulacje do zilustrowania, jakie punkty danych gromadzg i jakie rodzaje danych
osobowych wykorzystujg do podejmowania decyzji. Studium przypadku zwieksza rowniez swiadomosc
na temat problemdw generowanych przez stronnicze lub niereprezentatywne zbiory danych oraz tego,
w jaki sposdb mogg one sprawic, ze systemy oceny zdolnosci kredytowej bedg niesprawiedliwe,
funkcjonujac jako bariery, a nie ulepszenia w zakresie dostepu obywateli do ustug kredytowych i
pozyczkowych na sprawiedliwych warunkach.

Cel/przeznaczenie

Celem tego studium przypadku jest podniesienie Swiadomosci na temat potencjatu
automatycznych systemdw oceny zdolnosci kredytowej w zakresie poprawy dostepu do
kredytow, a takze wyzwan i zagrozen dla prywatnosci i dyskryminacji, jakie wigzg sie z
wykorzystaniem tych systemdw, zwtaszcza w przypadku stosowania stronniczych zbioréw
danych, a takze gdy modele sg szkolone na danych, ktdre nie sg reprezentatywne dla niektérych
populacji.

Oczekiwane efekty ksztaienia

01 student bedzie potrafit zidentyfikowac ryzyko etyczne w modelach oceny zdolnosci kredytowe;j i
_________________ ZAPIOPONOWAC SPOUKIZANAACZE, | e e
02 student zrozumie kluczowe kwestie etyczne zwigzane z zastosowaniem sztucznej inteligencji w
udzielaniu kredytéw i ocenie zdolnosci kredytowej, w tym stronniczos¢, dyskryminacje, przejrzystosé
i prywatnos$¢ danych.

Sugerowane podejscie metodologiczne

Nauczyciele powinni zachecac uczniow do samodzielnego myslenia i identyfikowania innych potencjalnych
probleméw, ktére mogg mieé. Przyktady i dodatkowe lektury sg dostepne za posrednictwem linkdw, a
takze dostep do symulacji majacej na celu Przedstawiono tematy do dyskusji, obawy i potencjalne
rozwigzania, ale wykfadowcy powinni zacheca¢ studentéw do samodzielnego myslenia i identyfikowania
innych potencjalnych problemdéw, ktére moga ich niepokoi¢. Przyktady i dodatkowe materiaty do
przeczytania sg dostepne za posrednictwem linkdw, a takze poprzez dostep do symulacji majgcej na celu
zilustrowanie, jakie dane osobowe sg wykorzystywane w automatycznej ocenie zdolnosci kredytowej i jakie
wyniki dajg te systemy.

Stowa kluczowe

Udzielanie kredytdw, ocena zdolnosci kredytowej,
ochrona prywatnosci i danych osobowych,
przejrzystosé, stronniczos¢, dyskryminacija




Automatyczny dostep do kredytu

Wprowadzenie «--

By¢ moze widzieliscie Panstwo w Internecie oferty firm wydajgcych

karty kredytowe, ktdore obiecuja

zatwierdzenie

nowej karty

kredytowej (i odpowiedniego limitu kredytowego) w ciggu zaledwie
jednego lub dwdch dni. Niektore z nich obiecujg obliczenie limitu
kredytowego w ciggu kilku minut i natychmiastowe zezwolenie na

jego wykorzystanie.

By¢ moze widzielisScie Panstwo w Internecie oferty firm
wydajgcych karty kredytowe, ktére obiecujg zatwierdzenie
zupetnie nowej karty kredytowej (i odpowiedniego limitu
kredytowego) w ciggu zaledwie jednego lub dwdch dni. Niektore
z nich obiecujg obliczenie limitu kredytowego w ciggu kilku
minut i natychmiastowe zezwolenie na jego wykorzystanie.
Automatyczne wnioski kredytowe online utatwity i znacznie
przyspieszyty ten proces, umozliwiajgc niemal natychmiastowe
obliczenie zdolnosci kredytowej. Dzieki temu firmy mogg uzyskaé
automatyczne rekomendacje i/lub zatwierdzenia dotyczace
szeregu produktéw finansowych — nie tylko kart kredytowych,
ale takze innych produktéw, takich jak kredyty osobiste lub
hipoteczne, a jednoczesnie obliczy¢é i przedstawi¢ oferte
dotyczacg oprocentowania, jakie nalezy zapfaci¢ za kazdy z tych
produktow.

WA ERETEN to modele komputerowe, ktére koreluja

szereg czynnikdw z prawdopodobieristwem niewywigzania sie z
ptatnosci  zadtuzenia. Innymi stowy, wynik kredytowy
odzwierciedla zdolnos¢ kredytowa danej osoby lub jej zdolnos¢ i
wiarygodnos¢ w zakresie spfaty danej pozyczki. Wyniki
kredytowe opierajg sie na historii kredytowej danej osoby,
zbudowanej w oparciu o szereg danych, takich jak liczba
posiadanych rachunkéw i czas ich istnienia, catkowity poziom
zadtuzenia, historia sptat, rodzaje posiadanych kredytéw,
dtugos¢ transakcji kredytowych, proporcja wykorzystanego
zadtuzenia oraz to, czy w danym okresie wnioskowano o nowe
rachunki. Wykorzystujac te dane, oceny zdolnosci kredytowej
pozwalajg oddzieli¢ dobre ryzyko kredytowe od ztego i
sklasyfikowaé  potencjalnych  kredytobiorcéow w  celu
przewidzenia prawdopodobiefdstwa niewywigzania sie z
zobowigzan.

W sektorze finansowym banki i instytucje finansowe
wykorzystuja oceny kredytowe do podejmowania decyzji
dotyczacych  kredytéw lub  kart  kredytowych; firmy
ubezpieczeniowe wykorzystujg je do oceny profilu ryzyka
ubezpieczonych; sprzedawcy detaliczni wykorzystujg je do
planéw ratalnych; salony samochodowe wykorzystujg je do
oceny kwalifikowalnosci i warunkéw finansowania samochodow;
a kredytodawcy hipoteczni wykorzystujg je do oceny zdolnosci
kredytowej nabywcéw nieruchomosci. Nawet operatorzy
telefoniczni wykorzystujg je do podejmowania decyzji o tym, czy
dana osoba kwalifikuje sie do plandw przedptaconych lub
abonamentowych, lub do ustalenia, czy mogg zaoferowaé jej
nowy telefon finansowany i sptacany w ratach. Potgczenie wielu
punktow danych i wielowymiarowych zatozen jest statystycznie
taczone i wazone, aby umozliwi¢ automatyczne podejmowanie
decyzji kredytowych.

Sztuczna inteligencja i uczenie maszynowe [ GCIFASTN.

modele statystyczne i analize danych, aby przyspieszy¢ i
usprawni¢ proces oceny zdolnosci kredytowej. Pozwala to na
wiekszg szybkos¢ i potencjalnie wiekszg doktadnos¢ oraz
pewnos¢ decyzji kredytowych. W ciggu ostatnich kilku lat
zaréwno sektor bankowy, jak i kredytowy zaczety oferowac kilka
produktow FinTech (technologii finansowej), ktére zapewniajg
zautomatyzowane rozwigzania w zakresie podejmowania decyzji
kredytowych.

Decyzje kredytowe oparte na sztucznej inteligencji mogg
potencjalnie poprawi¢ wydajnos¢ i wyniki, obnizajac koszty dla
instytucji finansowych, co moze réwniez przynies¢ korzysci
konsumentom poprzez rozszerzenie dostepu do kredytéw lub
obnizenie ich kosztéw:! ,Nowe, wysokowydajne modele
pozwalaja bankom na bardziej precyzyjne definiowanie
parametréw kredytowych (i kapitatowych), a tym samym
zwiekszajg ich zdolno$¢ do zatwierdzania wnioskéw klientow
posiadajacych zdolno$¢ kredytowg i odrzucania wnioskow
klientéw, ktérzy nie posiadajg zdolnosci kredytowej lub nie s w
stanie sptaci¢ dalszego zadtuzenia. W rzeczywistosci banki (i
firmy z branzy fintech), ktére wdrozyty takie nowe modele, juz
zwiekszyly przychody, zmniejszyty wskazniki strat kredytowych i
osiggnety znaczng poprawe wydajnosci dzieki bardziej
precyzyjnemu i zautomatyzowanemu podejmowaniu decyzjiz .”
Istnieje jednak kilka zagrozen i wad, ktére oméwimy w
niniejszym studium przypadku. Jedna z nich jest brak wyjasnienia
lub niemoznos$¢ wyjasnienia, dlaczego programy podejmuja
okreslone decyzje. Kolejnym jest nieréwny wptyw lub
dyskryminacja, ktére moga dotykac niektére grupy bardziej niz
inne ze wzgledu na praktyki biznesowe (takie jak sposdb
podejmowania decyzji kredytowych). Jak zobaczymy, jest to
bezposrednio zwigzane z wykorzystaniem btednych lub
stronniczych danych do podejmowania decyzji kredytowych, co
moze utrudniaé, a nie utatwia¢ dostep do kredytéw niektérym
grupom spotecznym, pogtebiajgc w ten sposdb nieréwnosci w
dostepie do kredytow?3 .

1 Congressional Research Service. (2023). Generative artificial intelligence: Overview,

issues, and questions for Congress (CRS Report No. IF12399).
https://crsreports.congress.gov/product/pdf/IF/IF12399

2 Dash, R., Kremer, A. i Petrov, A. (2021). Projektowanie modeli podejmowania decyzji

kredytowych nowej generacji. McKinsey & Company.
https://www.mckinsey.com/capabilities/risk-and-resilience/our-insights/designing-
next-generation-credit-decisioning-models

3 Andrews, E. L. (6 sierpnia 2021 r.). Jak btedne dane pogtebiajq nieréwnosci w zakresie

kredytéw. Stanford HAI._https://hai.stanford.edu/news/how-flawed-data-
aggravates-inequality-credit
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Modele danych i decyzje kredytowe oparte na «—-
sztucznej inteligencji

'llmtﬂ"ty oparte na sztucznej inteligencji — konkretne
~alety

Decyzje kredytowe podejmowane przy pomocy sztucznej
inteligencji majg potencjalne zalety, ktére wykraczajg poza
poprawe wydajnosci i obnizenie kosztow zwigzanych z
udostepnianiem kredytow, dzieki czemu stajg sie one tanisze.

Potencjalnie w ocenie zdolnosci kredytowej spotecznosciowych, nawyki przegladania stron internetowych

moze rowniez zwiekszy¢ liczbe i charakter punktéw danych, lub korzystanie z aplikacji mobilnych”.# W przypadku osob
ktore majg wptyw na ocene zdolnosci kredytowej osdb, a takze posiadajacych tradycyjne dane bankowe i finansowe, ocena
moze zaoferowaé¢ mozliwos¢ tworzenia ocen dla spotecznosci, oparta na sztucznej inteligencji moze zapewni¢ bardziej
ktore od dawna majg ograniczony dostep do ustug bankowych, precyzyjng i ulepszong analize, dzieki czemu decyzje dotyczace
oraz zapewnic¢ dostep do rozwigzan bankowych i kredytowych oceny kredytowej i udzielania kredytéw beda dokfadniejsze.
dla catych spotecznosci i o0séb, ktére tradycyjnie byty Osobom, ktére nie posiadajg tradycyjnej historii kredytowej,
wykluczone z formalnych instytucji finansowych. Oferujac moze ona zapewni¢ dostep do kredytéw i innych ustug
alternatywne rozwigzania poprzez uwzglednienie szerszego bankowych.

zakresu danych, ocena oparta na sztucznej inteligencji
,umozliwia ocene o0séb fizycznych bez tradycyjnej historii
kredytowej poprzez analize alternatywnych Zréodet danych,
takich jak transakcje internetowe, interakcje w mediach

Tradycyjne zrédfa danych dotyczacych oceny
zdolnosci kredytowej

Alternatywne Zroédta danych dotyczacych oceny
zdolnosci kredytowej

* otwarte karty kredytowe i linie kredytowe * dane dotyczgce przeptywdw pienieznych
* kredyty samochodowe * ptatnosci rachunkow
* kredyty hipoteczne * dane dotyczgce wynajmu
* historia sptat kredytéw * dokumentacja zatrudnienia
* historia zapytan kredytowych * dokumentacja dotyczaca wykroczen drogowych lub
* zgtoszenia upadtosci sporéow
* wzorce uzytkowania danych telekomunikacyjnych i
llustracja 1. Przykfady tradycyjnych i alternatywnych danych kredytowych. mobilnych
Zrédto: https://www.afi—global.org/wp—Fonteqt/upIoad5/2025/02/Alternative-Data-for- « dane z mediéw spofecznoéciowych
Credit-Scoring.pdf !
* dane dotyczace zachowan
* ptatnosci podatkow

Obecnie znaczna czes¢ swiatowej populacji jest uznawana za Istnieje ogromny potencjat dla bardziej integracyjnych i
konsumentéw niewidocznych kredytowo (bez dostepu) lub o zréwnowazonych modeli oceny zdolnosci kredytowej, ktére z
stabej zdolnosci kredytowej (staby dostep w ztych kolei moga sprzyja¢ postepowi i bezpieczerstwu
warunkach). Szacuje sie, ze w samych Stanach Zjednoczonych finansowemu szerszej grupy ludnosci; wiecej oséb niz
45 milionéw konsumentéw nie ma dostepu do tradycyjnych kiedykolwiek wczesniej ma potencjat dostepu do ustug
modeli kredytowych lub ma do nich ograniczony dostep® . W bankowych i finansowych, co z kolei moze doprowadzi¢ do
krajach takich jak Indie i RPA ponad potowa ludnosci nie ma pojawienia sie na rynku bardziej konkurencyjnych produktéw
dobrych mozliwosci uzyskania kredytu® . Tam, gdzie dostep kredytowych, ktére ostatecznie mogg sprawié, ze kredyty
byt mozliwy, istnieje potencjat, aby uczyni¢ go bardziej stang sie bardziej przystepne?.

sprawiedliwym i wydajnym, natomiast tam, gdzie dostep nie
byt mozliwy, istnieje potencjat, aby w koncu go zapewnié,
gwarantujac jednoczesnie, ze bedzie on rownie wydajny i
sprawiedliwy. Dlaczego wiec

4 Bag,S. (2024). Sztuczna inteligencja a ocena zdolnosci kredytowej: zalety algorytmdw i Srodki ostroznosci. Observer ObaVl{/amy Sle’ ze
Research Foundation. https://www.orfonline.org/expert-speak/ai-and-credit-scoring-the-algorithmic-advantage- decije kredyto we
and-precaution q

5 TransUnion. (2022). Ponad 45 milionéw Amerykanow nie ma dostepu do kredytow lub ma do nich ograniczony Oparte na sztuczn ej
dostep,; okoto 20% z nich co dwa lata staje sie aktywnymi kredytobiorcami. TransUnion. ,'n te /lge an I mo gq
https://newsroom.transunion.com/more-than-45-million-americans-are-either-credit-unserved-or-underserved-- . L -
-approximately-20-migrate-to-being-credit-active-every-two-years# _edni ZWIekszyC, a nie

6 Zespot Svitla. (2024). Uczenie maszynowe w ocenie zdolnosci kredytowej: korzysci, modele i wyzwania zwigzane z Zmnie 'SZ C,
wdrozeniem. Svitla Systems. https://svitla.com/blog/machine-learning-for-credit-scoring/ -l y

Q9@ wykluczenie

7 Alliance for Financial Inclusion. (2025). Alternatywne dane do oceny zdolnosci kredytowe;j. https://www.afi-
lobal.org/wp-content/uploads/2025/02/Alternative-Data-for-Credit-Scoring.pdf
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Nrana 7dalnggci kredytowej i wykorzystanie danych
2sobowych

Proces zatwierdzania kredytu — ocena zdolnosci
kredytowe;j i zatwierdzanie kredytu to ztozone
procesy, ktére odbywajg sie za kulisami, aby
umozliwi¢ podjecie decyzji.

Obejmuje to dane  wprowadzone  przez
whioskodawce, bank lub instytucje finansowg, biuro
informacji kredytowej oraz agencje oceny zdolnosci
kredytowej. Osoba fizyczna i inne podmioty
dostarczajg do procesu bogate dane, w tym dane
osobowe. Ponizszy obrazek pokazuje w przyblizeniu,
jak dziata ten proces. Jak widaé, nie tylko
przedstawia on zaangazowane podmioty, ale takze
pokazuje poziomy bezpieczerstwa stosowane w
celu ochrony danych wykorzystywanych do oceny
zdolnosci kredytowej i podjecia decyzji.

llustracja 2. Schemat przedstawiajgcy proces oceny zdolnosci kredytowej i podejmowania
decyzji kredytowe;j.
Zrédto:_https://huggingface.co/spaces/zama-fhe/encrypted credit scoring

Aby zilustrowa¢, jak dziata ten proces i jakie dane
nalezy wprowadzi¢, aby oceni¢ zdolnos¢ kredytowg
danej osoby i podjac¢ decyzje o udzieleniu kredytu, np.
karty kredytowej, kliknij ponizszy obrazek. Zostanie
wyswietlona symulacja oceny zdolnosci kredytowej,
ktéra pozwoli oceni¢ prawdopodobienstwo uzyskania
karty kredytowej.



https://huggingface.co/spaces/zama-fhe/encrypted_credit_scoring
https://huggingface.co/spaces/zama-fhe/encrypted_credit_scoring
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Wyzwania i zagrozenia zwigzane z
stronniczych i niereprezentatywnych danych

Obawy dotyczgce wyjasnialnosci

Chociaz modele uczenia maszynowego stuzgce do oceny zdolnosci
kredytowe;j i udzielania kredytéw majg wiele zalet, istniejg réwniez
powazne obawy dotyczgce przejrzystosci, sprawiedliwosci i
potencjalnego wzmocnienia stronniczosci, co z kolei moze

prowadzi¢ do wykluczenia kredytowego, a nie wtgczenia.

Jedna z konkretnych obaw jest brak wyjasnialnosci
lub niemoznos$é¢ wyjasnienia, dlaczego programy
uczenia maszynowego podejmuja  okreslone
decyzje po analizie wprowadzonych danych.
Stanowi to problem dla uzytkownikédw systemow,
organow regulacyjnych i stron trzecich, ktére moga
nie by¢ w stanie zrozumieé i wyjasni¢, dlaczego
program podjat dang decyzje i dlaczego. Zdolnos¢
sztucznej inteligencji do ,reagowania na duze ilosci
réznorodnych danych wejsciowych,
przekraczajgcych mozliwosci poznawcze cztowieka,
jest réwniez pieta achillesowg uczenia
maszynowego, poniewaz taka ztozono$é jest
czesto nieprzejrzysta pod wzgledem procesu
decyzyjnego poprzedzajacego podjecie decyzji”.8
Uczenie maszynowe, ktére podejmuje tak ztozone
decyzje, ze nie s3 one tatwe do zinterpretowania
lub wyjasnienia przez ludzi, jest zwykle okreslane
jako ,czarna skrzynka ML” lub ,czarna skrzynka
Al”2

Stanowi to powazne wyzwanie, poniewaz
ogranicza przejrzysto$¢ i odpowiedzialnos¢. Gdy
whnioskodawcy odmawia sie udzielenia kredytu,
kredytodawca powinien by¢ w stanie wyjasni¢
powdd odmowy. Jesli kredytodawcy nie sg w stanie
wystarczajgco  wyjasni¢, w  jaki sposob
zautomatyzowane systemy podjety decyzje,
whnioskodawcy mogg nie mie¢ wystarczajgcych
argumentow, aby zakwestionowaé te decyzje i
moga czuc sie bezbronni, co podwaza zaufanie do

8 King's College London. (b.d.). Wyzwania zwiqzane z wyjasnialnosciq sztucznej inteligencji.

https://www.kcl.ac.uk/challenges-of-ai-explainability
9 Kosinski,
https://www.ibm.com/think/topics/black-box-ai

10 Congressional Research Service. (2023). Generatywna sztuczna inteligencja: przeglgd, problemy i pytania dla Kongresu
(raport CRS nr IF12399). https://crsreports.congress.gov/product/pdf/IF/IF12399

M. (29 pazdziernika 2024 r.). Czym jest sztuczna inteligencja typu ,,czarna skrzynka” i jak dziata? IBM .

samej instytucji finansowej. Ponadto kredytodawcy
muszg mie¢ pewnosé, ze sg w stanie uzasadnic
swoje decyzje, aby zachowa¢ zgodno$é z
przepisami, ktére moga wymagaé, aby decyzje
dotyczgce kredytéw i pozyczek miaty jasne
motywy, ktore nalezy ujawni¢ konsumentom.0
Kolejnym problemem jest to, ze Black Box Al
utrudnia dziatania majace na celu ulepszenie
systemu. Jedli decyzja jest nieodpowiednia,
,hiezwykle trudno jest przeanalizowaé, dlaczego
popetniono btad, lub okresli¢, co nalezy zrobié, aby
skorygowaé model” 11

Mozliwos¢ wyjasnienia decyzji podejmowanych
przez sztuczng inteligencje ma réwniez zasadnicze
znaczenie dla zdobycia zaufania uzytkownikow i
zapewnienia, ze decyzje te sa sprawiedliwe i
uczciwe, dlatego tez niezbedne stajg sie metody
kontroli tych systemow. Wyjasnialno$¢ powinna
zazwyczaj koncentrowaé sie na wyjasnieniu,
dlaczego ,ten konkretny wkfad doprowadzit do
tego konkretnego wyniku”!2 , ale istotna jest
rowniez wiedza na temat tego, jakie dane
wewnetrzne tworzg struktury danego programu. W
ponizszej sekcji skupiamy sie na kwestiach
zwigzanych z danymi wykorzystywanymi do
szkolenia systemow, ktére ostatecznie sg tagczone z
konkretnymi danymi przekazanymi przez
uzytkownika i umozliwiajg systemowi Al podjecie
konkretnej decyzji.

11 King's College London. (b.d.). Wyzwania zwiqzane z wyjasnialnosciq sztucznej inteligencji.

https://www.kcl.ac.uk/challenges-of-ai-explainability

12 Gilpin, L. H., Bau, D., Yuan, B. Z., Bajwa, A., Specter, M. i Kagal, L. (2018). Wyjasnianie wyjasnien: przeglgd
interpretowalnosci uczenia maszynowego. ArXiv._https://arxiv.org/abs/1806.00069



https://www.kcl.ac.uk/challenges-of-ai-explainability
https://www.ibm.com/think/topics/black-box-ai
https://crsreports.congress.gov/product/pdf/IF/IF12399
https://www.kcl.ac.uk/challenges-of-ai-explainability
https://arxiv.org/abs/1806.00069

Apply to see your credit limit offer.

A .®Ieoders

Jak wyjasniono weczesniej, stronnicze

Brak roznorodnosci zbioréw danych i wadliwe dane

dane i algorytmy mogg sprawi¢, ze

automatyczne podejmowanie decyzji prowadzi do wynikdw, ktore stawiaja w
niekorzystnej sytuacji osoby majgce trudnosci z uzyskaniem dobrego kredytu, a
nawet dostepu do ustug finansowych. Mniejszosci i grupy o niskich dochodach
zazwyczaj cierpig z powodu tych stronniczos$ci w nieproporcjonalny sposoéb.

Jednak badania pokazujg, ze nie jest to jedyny
problem. Rézne wyniki dla mniejszosci i wiekszosci
nie sg zwigzane wytgcznie z tendencyjnoscia, ale
takze z faktem, ze mniejszosci i grupy o niskich
dochodach majg mniej danych w swojej historii
kredytowej, poniewaz zazwyczaj majg ograniczony
dostep do kredytow?!? . Oznacza to, ze gdy dane te
sa  wykorzystywane do  obliczenia  oceny
kredytowej, a ocena ta jest wykorzystywana do
przewidywania niewyptacalnosci  kredytobiorcy,
przewidywania te beda mniej precyzyjne. To
wtasdnie ten brak precyzji prowadzi do nieréwnosci,
a nie tylko stronniczos$¢.!* Brak rdznorodnosci w
zbiorach danych stuzgcych do szkolenia modeli
uczenia maszynowego powoduje szkody dla
okreslonych spotecznosci, co zwieksza nieréwnosci.
Systemowe nieréwnosci utrzymujg sie w zakresie
selekcji zbioréw danych i nieréwnosci dostepu. W

Ryzyko stronniczosci algorytmicznej

Chociaz jedng z zalet automatycznej analizy wnioskow kredytowych

moze byé zmniejszenie subiektywnosci

decyzji o przyznaniu kredytu, istnieje ryzyko, ze procesy te utrwalajg
»istniejgce uprzedzenia i stereotypy wobec grup definiowanych przez
rase, pteé, orientacje seksualng i inne cechy”!® , z ktdrych niektére
stanowig szczegdlne kategorie danych osobowych chronionych przez

prawo.1?

Wynika to z faktu, ze zbiory danych zazwyczaj
zawierajg decyzje podjete w przesztosci przez
instytucje finansowe lub nie zawierajg
wystarczajgcych danych dotyczgcych niektérych
grup, co moze prowadzi¢ do ich dyskryminacji.
Klikajgc na ponizszy obrazek, mozna uzyskac dostep

do artykutu wyjasniajgcego, w jaki sposdb
automatyczny system zatwierdzania kart
13
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niektérych dziedzinach wynika to rdéwniez =z
nierdwnych mozliwosci uczestniczenia w tworzeniu
tych zbioréw danych?s Wydajnos$é kazdego
systemu sztucznej inteligencji jest w duzym stopniu
uzalezniona od zbioréw danych, ktére analizuje za
pomocy statystyki, poniewaz jego wyniki pochodzg
z identyfikacji wzorcow w danych: ,Jakos¢ zbioru
danych lezgcego u podstaw systemu sztucznej
inteligencji ma kluczowe znaczenie dla jego
skutecznosci”.*® W kontekscie udzielania kredytow i
dostepu do kredytow ,jest to  cykl
samonapedzajacy sie... Udzielamy kredytow
niewtasciwym osobom, a znaczna cze$¢
spoteczeristwa nigdy nie ma szansy zgromadzic
danych potrzebnych do uzyskania kredytu w
przysztosci” .V’

W procesie podejmowania

kredytowych Apple Card, dostarczany przez
Goldman Sachs, doprowadzit do skarg dotyczgcych
domniemanej dyskryminacji kobiet ubiegajgcych sie
o karte, ktére twierdzity, ze oferowano im nizsze
limity kredytowe lub odmawiano wydania karty,
nawet jesli ich mezowie otrzymali zatwierdzenie i
lepsze warunki.
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danych dotyczgcych zdrowia w aplikacjach opartych na sztucznej inteligencji. BMJ
Health & Care Informatics, 30(1), e100888. https://doi.org/10.1136/bmjhci-2023-
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Artykut 9 ogdlnego rozporzadzenia o ochronie danych:_https://gdpr-info.eu/art-9-
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Odmowa dostepu do rynkéw kredytowych moze
by¢ dyskryminujgca, gdy decyzje sg wypaczone na
podstawie istniejgcych uprzedzen. Moze to rowniez
przejawiac¢ sie w rdéznicowym traktowaniu, ktére
oferuje gorsze warunki osobom cierpigcym z
powodu dyskryminacji, takie jak inne, mniej
korzystne optaty lub wyzsze stopy procentowe.20

Uprzedzenia w zbiorach danych mogg stworzy¢

dodatkowe bariery w dostepie do ustug
finansowych dla tradycyjnie niedostatecznie
obstugiwanych grup spotecznych, ktére juz

wczesniej miaty trudnosci z dostepem do tych
ustug. Tradycyjne systemy oceny zdolnosci
kredytowe] penalizujg osoby bez formalnej historii
kredytowej, ale nawet systemy wykorzystujgce
nietradycyjne dane, jesli wykazujg uprzedzenia w
swoich decyzjach lub wzmacniajg uprzedzenia
swoich twodrcow, mogy pogtebia¢ wykluczenie,
wywierajgc  nieproporcjonalny wptyw na te

Skad biorg sie btedy systemowe?

niedostatecznie obstugiwane spotecznosci.
Ograniczony dostep niektérych grup spotecznych
do tradycyjnych ustug finansowych moze utrwala¢
dysproporcje w zamoznosci. Dyskryminacja w tej
dziedzinie w przesztosci miata dtugoterminowy
wplyw na ogdlng zamoznos¢ niektérych grup,
powodujgc takie konsekwencje, jak ,ograniczona
mozliwos$¢ nabywania nieruchomosci, zmniejszone
mozliwosci przedsiebiorcze i pokoleniowe rdznice
w zamoznosci” .2

Jedli modele sztucznej inteligencji nie zostana
starannie zaprojektowane i wdrozone, beda
yutrwalaé nierdownosci” 22 , niwelujagc wszelkie
mozliwe pozytywne skutki procesu decyzyjnego,
ktory ogranicza subiektywnos¢ tylko na papierze,
poniewaz niesie ze sobg strukturalne uprzedzenia
juz obecne w spoteczenstwie.

Btedy algorytmiczne mogg wynikaé z réznych zrédet, w tym z
tendencyjnych danych szkoleniowych, ktére mogg by¢ danymi
historycznymi odzwierciedlajgcymi istniejgce uprzedzenia spoteczne.
Jest to znane jako ,bias in, bias out” lub sytuacja, w ktérej model jest
szkolony na danych zwigzanych z juz tendencyjnymi wynikami.
Sztuczna inteligencja moze po prostu powielaé problemy z przesztosci.

Brak rdéznorodnosci jest widoczny nie tylko w
danych. Moze on réwniez wystepowac w zespotach
projektujacych produkty: ,Jednorodnosé wsréod
analitykéw danych i programistow przyczynia sie do
utrwalania stronniczosci w systemach sztucznej
inteligencji”. 2% Brak doswiadczenia lub zrozumienia
dla spotecznosci znajdujacych sie w niekorzystnej
sytuacji moze sprawi¢, ze osoby projektujgce
systemy i dostarczajgce dane szkoleniowe bedg
Slepe na ich trudnosci i wyzwania lub specyficzne
sytuacje, co moze prowadzi¢ do niedoktadnej
analizy ich historii kredytowej.

Stronnicze decyzje moga z czasem tylko sie
utrwalac, poniewaz systemy dokonujg coraz wiecej
btednych ocen, ktére sg nastepnie uznawane za
prawidtowe, generujac petle sprzezenia
zwrotnego, w ktorych btedne odmowy udzielenia
kredytu okreslonej grupie znajduja
odzwierciedlenie w przysztych danych
szkoleniowych, co jeszcze bardziej utrwala
nieréwnosci i niesprawiedliwosé. 24

20 Garcia,, A. C. B., Garcia, M. G. P. i Rigobon, R. (2024). Dyskryminacja algorytmiczna w dziedzinie kredytéw: co o niej wiemy? Al & Society, 39,

2059-2098. https://doi.org/10.1007/500146-023-01676-3

21 Nuka, T. F. i Osedahunsi, B. O. (2024). Od stronniczosci do rownowagi: integracja DEI w systemach finansowych opartych na sztucznej
inteligencji w celu promowania rownosci kredytowej. International Journal of Science and Research Archive, 13(2), 1189-1206.

https://doi.orq/10.30574/ijsra.2024.13.2.2257

22 Nuka, T. F. i Osedahunsi, B. O. (2024). Od stronniczosci do rownowagi: integracja DEI w systemach finansowych opartych na sztucznej
inteligencji w celu promowania rownosci kredytowej. International Journal of Science and Research Archive, 13(2), 1189-1206.

https://doi.orq/10.30574/ijsra.2024.13.2.2257

23 Nuka, T. F. i Osedahunsi, B. O. (2024). Od stronniczosci do rownowagi: integracja DEI w systemach finansowych opartych na sztucznej
inteligencji w celu promowania rownosci kredytowej. International Journal of Science and Research Archive, 13(2), 1189-1206.

https://doi.org/10.30574/ijsra.2024.13.2.2257

24 Nuka, T. F. i Osedahunsi, B. 0. (2024). Od stronniczosci do réwnowagi: integracja DEI w systemach finansowych opartych na szticznej
inteligencji w celu promowania réwnosci kredytowej. International Journal of Science and Research Archive, 13(2), 1189-1206.
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Wytyczne dla wyktadowcow -

W sprawie studium przypadku

Niniejsze studium przypadku daje wyktadowcom mozliwos¢
zainicjowania dyskusji na temat kilku zagadnien zwigzanych z
integracja i wykluczeniem finansowym, w tym potencjatu i

ryzyka zwigzanego 1z automatyczna

oceng

zdolnosci

kredytowej i automatycznymi decyzjami kredytowymi.

Najpierw mozna rozpoczgé¢ od dyskusji na temat
oceny zdolnosci kredytowej opartej na sztucznej
inteligencji oraz ustug finansowych opartych na
sztucznej inteligencji, omawiajgc zalety
automatyzacji i potencjat wykorzystania réznych
rodzajéw zbioréw danych do obstugi réznych grup
spotecznych oraz skupiajac sie na integracji.

Oto kilka pytan dla .
uczniow:

Po zapoznaniu sie z procesem zatwierdzania
kredytow nalezy skupi¢ sie na wykorzystaniu
danych osobowych do podejmowania tego rodzaju
decyzji, poniewaz modele oparte na sztucznej
inteligencji wymagajg zbioréw danych nie tylko do
szkolenia, ale takze do wprowadzania danych
osobowych przez uzytkownikéw, jak pokazano w
symulacji na stronie 8 niniejszego studium
przypadku.

Czy uwazasz, ze istnieje ryzyko dla prywatnosci ludzi i
ochrony danych osobowych?

» Jesli tak, dlaczego uwazasz, ze ochrona danych
osobowych jest wazna?

* Jakie konsekwencje mogg ponies¢ klienci, jesli ich
dane zostang ujawnione?

* Oprocz wyciekéw danych i innych zagrozen dla
cyberbezpieczenstwa, jakie inne zagrozenia mozecie
powigzac z wykorzystaniem danych osobowych do
podejmowania decyzji kredytowych?

Po przejsciu do czesci czwartej nalezy oméwic z
uczniami poszczegbdlne wyzwania, a nastepnie
skupi¢ sie na rozwigzaniach. Studium przypadku
zawiera kilka odniesien i dalszych lektur w
zatgcznikach ponizej, ale ciekawym ¢éwiczeniem jest
przydzielenie ucznidow do grup i zlecenie im
przeprowadzenia badan w celu opracowania
mozliwych rozwigzan dla kazdego z
przedstawionych probleméw. Jedna lub wiecej grup
moze skupi¢ sie na badaniach dotyczacych kwestii
wyjasnialnosci, inne na rozwigzaniach zwigzanych z
problemem réznorodnosci zbioréw danych, a jeszcze
inne na ogdélnych tendencyjnosciach algorytmicznych.
Po przeprowadzeniu badan mozna poprosi¢ uczniéw
o przygotowanie krotkiej prezentacji, w ktorej
przedstawig rozwigzania, ktére mogliby wdrozyc.

Mozna poleci¢ uczniom poszukiwanie rozwigzan, od
metod regulacyjnych i legislacyjnych po rozwigzania

badania, podczas ktérych beda krytycznie myslec i
identyfikowa¢ wiarygodne Zrédta proponujgce
wartosciowe rozwigzania.

Na koniec, jesli uznasz, ze pasuje to do kontekstu
Twoich zaje¢, mozesz omoéwic¢ zalety i putapki
ogdélnej tendencji do automatyzacji procesu
podejmowania decyzji, ktéra moze mie¢ wptyw na
zycie ludzi, a takie potrzebe, aby przynajmniej
ludzie nadzorowali te decyzje. Mozesz zainicjowac
interesujacg dyskusje na temat potrzeby interakcji
miedzyludzkiej i przyznawania wnioskodawcom
mozliwosci uzyskania kredytu w poréwnaniu z
zaletami decyzji wspomaganych przez
automatyzacje lub nawet delegowanych do
systemOw sztucznej inteligencji oraz potencjatem
decyzji eliminujacych subiektywnos$é. Czy jest to
pozadane? Czy jest to w ogdle mozliwe? A moze
wrecz przeciwnie, pewien stopien subiektywnosci i

bardziej techniczne. Istniejg Swietne zasoby ludzkiej Sprawczosci jest niezbedny do
internetowe poswiecone tym tematom, wiec jest to podejmowania sprawiedliwych decyzji?
rowniez dobra okazja, aby uczniowie przeprowadzili

{ J
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