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ESTUDIO DE

Este estudio de caso se centra en FindtheRightTenant, una empresa ficticia que utiliza Ia
inteligencia artificial y el historial crediticio para decidir el acceso a la vivienda. Es un
ejemplo de cdmo la toma de decisiones algoritmica puede perjudicar a los consumidores e
incluso infringir los derechos de las personas cuando no funciona correctamente. El caso
se divide esencialmente en dos partes. En primer lugar, el estudio de caso explora la historia
de FindtheRightTenant y su algoritmo, explicando como se implementd y cdmo fallo, cdmo
afectd a los consumidores y a su acceso a la vivienda y como dafid la reputacion de la
empresa y le causé problemas. Esta parte termina destacando los riesgos asociados a estas
practicas.

La segunda parte del estudio de caso se centra en las soluciones, es decir, en lo que debe
hacer una empresa para mitigar los riesgos identificados, asi como en las normas legales que
debe seguir para evitar responsabilidades, y en como puede proteger mejor los derechos de
los usuarios y los aprendizajes que luego pueden aplicar otras empresas que deseen
aprovechar la toma de decisiones automatizada para decidir sobre el acceso de los
ciudadanos a oportunidades en materia de vivienda, crédito y otras areas. El estudio de caso
se centra en identificar los riesgos éticos de la toma de decisiones algoritmica relacionada
con el acceso a la vivienda y propone medidas correctivas identificando primero los riesgos
éticos y legales asociados a ella, de modo que el estudiante pueda comprender las
cuestiones relacionadas con el sesgo, la discriminacion, la transparencia y la privacidad de
los datos. Aunque la empresa descrita es totalmente ficticia, se basa en las experiencias de
una empresa real que se enfrentd a problemas similares. Cuando se hacen afirmaciones,
todas ellas estan debidamente respaldadas por una fuente.

02

El objetivo de este estudio de caso es ilustrar cdmo la toma de decisiones algoritmica
se integra en las decisiones empresariales relacionadas con el acceso a la vivienda, y
destacar las implicaciones éticas y legales que se derivan del uso generalizado de esta
tecnologia.

Para ello, se exploran las experiencias de una empresa ficticia, FindtheRightTenant, y
los retos y problemas a los que se enfrentd cuando su algoritmo no funcioné como se
esperaba y tuvo consecuencias muy reales para las personas que buscaban alquilar
una vivienda.

Resultados de aprendizaje esperados

01 clalumnado sers capaz de identificar los riesgos éticos en los modelos automatizados de toma de

02 cElalumnado comprendera las cuestiones éticas clave en las aplicaciones de IA para la toma de
bcisiones habilitada por algoritmos, incluyendo el sesgo, la discriminacién, la transparenciay la privacidad

b |os datos.



Efoque metodoldgico sugerido

Este caso funciona mejor como aprendizaje basado en problemas, en el que el personal docente
debe guiar un debate con el alumnado una vez que este se hayan familiarizado con la empresay

con los conceptos y la tecnologia.

Se proporcionan temas de debate y posibles preocupaciones, pero el personal docente debe
animar al alumnado a pensar por si mismo e identificar otras posibles preocupaciones que pueda
tener. Se debe animar al alumnado a debatir sobre el origen de los problemas y la eficacia de las
soluciones propuestas, asi como a proponer mejoras o incluso otras posibles soluciones.

FindtheRightTenant.

Palabras clave

Toma de decisiones algoritmica, acceso a la vivienda,

transparencia, alfabetizacion en materia de
informacion y datos, sesgos.

Introduccion .

En la Republica de Nordovia, la seleccion de inquilinos se ha
convertido en un componente cada vez mas importante del proceso
de solicitud de alquiler. En lugar de evaluar a los inquilinos de forma

muchos

independiente,
propiedades ahora dependen de empresas privadas de seleccion
para evaluar la idoneidad de los solicitantes.

propietarios

Estas evaluaciones suelen implicar la recopilacién de
grandes conjuntos de datos procedentes de
instituciones financieras, agencias de crédito vy
corredores de datos comerciales. Para agilizar este
proceso, muchas empresas de seleccion han
integrado en sus servicios herramientas basadas en
la inteligencia artificial y la toma de decisiones
automatizada.

FindtheRightTenant destaca como un actor clave en
este panorama en evolucién. La empresa, que opera
en todo el pais, ofrece herramientas digitales de
evaluacion de inquilinos diseifladas para ayudar a los
propietarios a tomar decisiones rapidas y basadas en

datos sobre el alquiler. Desde 2019,
FindtheRightTenant también colabora con la Agencia
de Vivienda Social de Nordovian (NSHA),

proporcionando servicios de seleccién de inquilinos a
los participantes en el Plan Nacional de Acceso a la

administradores de

Vivienda (NHAS). Esta iniciativa financiada con
fondos publicos tiene como objetivo ampliar las
opciones de vivienda asequible para las personas y
familias con recursos econdmicos limitados,
facilitando el acceso a viviendas en el sector del
alquiler privado.

Como resultado, el acceso de los solicitantes a las
ayudas publicas para la vivienda depende cada vez
mas de los perfiles generados algoritmicamente y de
las evaluaciones de riesgo realizadas por los sistemas
de FindtheRightTenant. Esta creciente dependencia
de las evaluaciones automatizadas suscita
importantes preocupaciones en cuanto a la
responsabilidad, la equidad y el cumplimiento de las
leyes de proteccién de datos, que salvaguardan los
derechos de las personas en el tratamiento de sus
datos personales en Nordovia y en toda la regién
europea.




Seleccion automatizada de inquilinos

Antecedentes: vision general de la seleccidon de inquilinos

La seleccion de inquilinos es un proceso de evaluacion que utilizan los
propietarios y administradores de inmuebles para determinar si un posible
inquilino cumplira con sus obligaciones de alquiler. En otras palabras, es un
proceso que les permite identificar quién puede cumplir con los estandares de
un «buen inquilino», es decir, alguien que pagara el alquiler a tiempo, cuidara
la propiedad y cumplira con el contrato de alquiler. El proceso de seleccion de
inquilinos se ha convertido en la piedra angular de la gestion inmobiliaria
moderna, especialmente en mercados competitivos en entornos urbanos,
donde los grandes inquilinos operan muiltiples propiedades.

"""""""""" Un proceso Una revision de la solicitud, en la que se pide al inquilino que

ﬁpiCO de proporcione informacion personal, incluidos datos sobre su empleo,
seleccion de ingresos e historial de alquileres, que se convierte en la base para
inquilinos futuras comprobaciones y verificaciones.

incluye varios m Una evaluacion del historial crediticio, en la que los propietarios
componentes consultan un informe crediticio para evaluar la solvencia financiera del
clave: inquilino. Los propietarios buscaran pruebas de pagos puntuales, niveles

de deuda y solvencia crediticia general.

Verificacion del empleo y los ingresos, que garantiza que la situacién
laboral del inquilino, asi como la fuente y la cuantia de sus ingresos,
ofrecen garantias de que podra hacer frente al pago del alquiler. Esto
puede incluir la comprobacion de referencias del empleador, la solicitud
de ndminas recientes u otras pruebas de ingresos estables, como una
pensidn o una subvencién.

Una verificacidn de antecedentes, que puede incluir la revisién del
historial de desahucios, los antecedentes penales y otros datos
disponibles que puedan ayudar a los propietarios a identificar posibles
sefiales de alerta. Estas verificaciones pueden plantear cuestiones
importantes sobre la privacidad, el consentimiento y la equidad vy,
dependiendo de la jurisdiccién, pueden ser posibles o no.

propietarios o referencias personales para que los propietarios puedan
conocer el comportamiento pasado del solicitante como inquilino, en
particular en lo que se refiere al cuidado de la propiedad, la puntualidad
en los pagos y la relacidn con antiguos propietarios o vecinos.

La seleccidn de inquilinos tiene como objetivo reducir el
riesgo financiero y legal para los propietarios, pero cada
vez mas, los medios automatizados de seleccidn se han
convertido en una practica habitual. La toma de
decisiones automatizada y el uso de big data también
plantean preocupaciones, como el uso de datos
inexactos u obsoletos, lo que puede dar lugar a
decisiones errdneas; el sesgo sistémico, que puede dar
lugar a que el sistema sea discriminatorio con
determinadas poblaciones; o la falta de transparencia,
que hace muy dificil saber cdmo y por qué se toman las

decisiones. A medida que los proveedores de vivienda,
los responsables politicos y los desarrolladores de
servicios digitales (los que crean las herramientas
digitales de seleccién de inquilinos) se involucran en los
mercados de alquiler en evolucién en Nordovia y en
otras partes del mundo, es esencial comprender con
matices cémo funciona la seleccién de inquilinos,
incluyendo sus métodos, beneficios y riesgos, para
garantizar unos sistemas de acceso a la vivienda justos,
transparentes y responsables.




Como funciona la seleccidon automatizada de inquilinos

La seleccidn automatizada de inquilinos, o seleccidn algoritmica de inquilinos, utiliza inteligencia
artificial y aprendizaje automatico para evaluar las solicitudes de alquiler. Su objetivo. es
automatizar un proceso similar a la seleccion «tradicional» descrita anteriormente, en el sentido
de que también utiliza ciertos datos para evaluar la idoneidad de un inquilino. Sin embargo, el
uso de tecnologias digitales modernas permite analizar grandes cantidades de datos para
evaluar a los inquilinos, lo que permite a los propietarios y administradores de propiedades
tramitar las solicitudes de forma mas eficiente y, suponiendo que la tecnologia funcione segun lo
previsto, mejora las posibilidades de tomar las decisiones correctas.

Recopilacion de datos

Los solicitantes rellenan formularios digitales en los que proporcionan datos
personales, informacion sobre su empleo, ingresos e historial de alquiler, y dan su
consentimiento para que se realicen comprobaciones de antecedentes.

[Z3 Evaluacién mediante 1A

Los algoritmos basados en IA y aprendizaje automatico procesan esta informacién y
evaluan factores como la puntuacion crediticia, el historial de alquileres, la
verificacién del empleo y los antecedentes penales. El andlisis de IA es clave y supone
un gran avance con respecto a la evaluacion tradicional, ya que estos sistemas pueden
identificar patrones y sefialar posibles sefales de alerta comparando los datos de un
candidato concreto con la informacion obtenida del andlisis de grandes cantidades de
datos que se han utilizado para entrenar el sistema de IA.

[ER - Deteccion de fravdes

Las herramientas avanzadas de IA también pueden detectar inconsistencias o
falsificaciones en los documentos presentados, incluidos los recibos de sueldo o la
identificacién, y pretenden mejorar la fiabilidad del proceso de seleccion.

automatizada de
inquilinos suele
implicar los
siguientes
procesos:

LN Apoyo a la toma de decisiones

El sistema de IA genera un informe o puntuacién que atribuye un nivel de riesgo a los
solicitantes. Esta informacidn puede ayudar a los propietarios a tomar decisiones
informadas sobre el alquiler, pero, si se toma al pie de la letra y los propietarios y
administradores de propiedades deciden basandose Unicamente en la puntuacién de
riesgo atribuida, existe el riesgo de que los sistemas defectuosos que presentan
problemas como el sesgo sistémico den lugar a decisiones que podrian ser
discriminatorias para determinadas personas o colectivos, exponiendo asi a los
propietarios a responsabilidades legales.

La seleccion automatizada tiene sin duda ventajas. Puede
ser mas eficiente, ya que la IA puede procesar las
solicitudes mas rdpidamente que los humanos, lo que
reduce el tiempo entre la presentacidon de la solicitud y la
decisién. Puede ser mas coherente que las decisiones
humanas, ya que los sistemas automatizados aplican los
mismos criterios a todas las solicitudes, lo que garantiza la
uniformidad en las evaluaciones. La deteccién de fraudes
puede ser mas eficaz, ya que la IA tiene la capacidad de
analizar y verificar la informacién y es una herramienta
poderosa para identificar solicitudes fraudulentas, ademas
de ser mas eficaz y rdpida que los métodos manuales.

Por otro lado, también existen varios retos y
consideraciones. El uso de estos sistemas puede plantear
dudas sobre la exactitud de los datos, ya que la eficacia y
la precision de la seleccién automatizada dependeran de la
calidad y la exactitud de los datos analizados. La
transparencia también puede ser un reto, ya que a los
solicitantes les puede resultar problematico comprender
como se ha tomado una decisién mediante un sistema de

IA opaco, lo que, a su vez, puede dificultar la impugnacion
de estas decisiones. El sesgo y la equidad también pueden
suponer un reto importante. Las decisiones algoritmicas
tomadas con IA deben gestionarse con cuidado. Dado que
se entrenan y utilizan datos histéricos para realizar sus
analisis y llegar a una decision, los sesgos presentes en
dichos datos pueden repetirse y perpetuarse, lo que da
lugar a resultados injustos que pueden incluso constituir
discriminacién, con el potencial de negar
sistematicamente la vivienda a determinados grupos de
la sociedad, incluidos los mas vulnerables.

La seleccion automatizada de inquilinos ofrece
importantes ventajas en términos de eficiencia vy
coherencia para los propietarios y los administradores de
inmuebles, y tiene el potencial de ayudarles a tomar
mejores decisiones. Sin embargo, es esencial abordar las
preocupaciones relacionadas con la precision de los datos,
la transparencia y los posibles sesgos para garantizar
practicas de vivienda justas y equitativas.




FindTheRightTenant encuentra problemas -

FindtheRightTenant: un "antiestudio" de caso

Una receta automatizada para los problemas

FindtheRightTenant se convirti6 en una herramienta esencial para
los propietarios y administradores inmobiliarios de Nordovia, y a
los perfiles generados algoritmicamente y las

medida que

puntuaciones de riesgo pasaron a ser fundamentales en las
decisiones sobre vivienda, los sistemas de FindtheRightTenant
fueron objeto de un mayor escrutinio publico.

El sistema de selecciéon de FindtheRightTentant se
basa en una amplia gama de fuentes de datos para
generar informes automatizados que asignan
puntuaciones de riesgo a los posibles inquilinos.
Entre ellas se incluyen registros publicos,
informacidon crediticia obtenida de las principales
agencias de informacién crediticia y de la oficina de
crédito de Nordovia, asi como otros datos que la
empresa ha adquirido de agregadores de datos
comerciales.

Existen preocupaciones de larga data relacionadas
con la fiabilidad de los conjuntos de datos que
FindtheRightTenant y otras empresas similares han
decidido utilizar. Muchos investigadores han
sefialado errores persistentes en ellos, como
registros  duplicados, informacién faltante,
desactualizada o reportada errébneamente, vy
problemas de identidad errénea, especialmente
cuando las personas comparten nombres o datos
demograficos similares. Estas inexactitudes pueden
comprometer la integridad de todo el proceso de
seleccion y dar lugar a evaluaciones erréneas.
Cuando los sistemas automatizados utilizan datos
de entrada defectuosos para producir lo que
parecen ser resultados objetivos, existe el riesgo de
que, si se toman al pie de la letra, cualquier
resultado que evalle la idoneidad de un candidato
sea, sencillamente, erréneo. Si los datos utilizados
en la entrada son erréneos, es mas que probable
que el resultado, y la decision tomada como
consecuencia, también lo sean.

Ademds de las cuestiones relacionadas con la
precision, la infraestructura de datos de un sistema
como el utilizado por FindtheRightTenant suscita
inquietudes sobre la equidad de las decisiones

tomadas. La informacién como los antecedentes
penales de los familiares, el historial laboral, el
historial de desalojos previos y el historial de
inestabilidad residencial a menudo reflejan los
patrones de desigualdad estructural de la
sociedad, que, a su vez, pueden tener su origen en
los propios problemas sociales de Nordovia y en
cuestiones pasadas relacionadas con practicas
discriminatorias en materia de Vvivienda vy
aplicacion de la ley. Los datos pueden reflejar
problemas sociales y los sistemas de IA pueden
reproducir y perpetuar esos problemas. Los
sesgos histdoricos quedan incrustados en los datos
y, por lo tanto, los sistemas automatizados pueden
reproducir y legitimar estos patrones bajo el
pretexto de la neutralidad y la eficiencia
algoritmica.

A pesar de que se trata de problemas conocidos,
FindtheRightTenant también tenia un historial de
negarse a asumir la responsabilidad de verificar la
exactitud o la imparcialidad de los datos que utiliza
para sus informes de seleccion de inquilinos. Las
practicas de la empresa no incluyen un control de
calidad significativo de los datos de terceros que
adquiere, y no contaba con practicas de mitigacion
de riesgos como parte de su forma de operar. A
pesar de ser una empresa impulsada por la IA,
FindtheRightTenant no tenia practicas responsables
de IA ni un marco de gobernanza de la |
conocidos, ya que afirmaba que su produ
cumplia con las leyes nordovianas relacionadas
la proteccion del consumidor o la proteccié
datos personales. Estas evidentes deficien
llamaron la atencién de los periodistas
investigacion del pais.

i @Ieoders '
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La investigacion

Lo que descubrieron los periodistas

Varias organizaciones de noticias y grupos de proteccion al consumidor se
percataron de las practicas de FindtheRightTenant. The Planet News, la
Liga Nacional de Proteccidn al Consumidor y The Nordovian Tech News

tomaron la iniciativa y destacaron varios problemas sistémicos en la forma
en que se disefian, implementan y regulan los algoritmos de seleccion de
inquilinos en general, pero sefAalaron particularmente a

FindtheRightTenant como irresponsable.

Criticaron a la empresa por no hacer lo suficiente
para abordar los problemas conocidos relacionados
con la precision de los datos y la falta de
transparencia. Descubrieron que los datos de las
agencias de crédito, las bases de datos de
desahucios y los registros de justicia penal suelen
estar plagados de datos obsoletos, incorrectos o
incompletos. En varios casos, descubrieron que los
registros de detenciones que nunca dieron lugar a
condenas reales y los casos de desahucio civil que
fueron desestimados o0 resueltos seguian
apareciendo en los informes, y la inclusidn de estos
«registros zombis» dio lugar a varios rechazos de
alquiler basados en informacién engafiosa, falsa o
incorrecta.

También descubrieron que los sistemas de la
empresa no eran transparentes en absoluto y que
varios inquilinos a los que habian entrevistado no
tenian ni idea de qué datos se utilizaban para
tomar una decisiéon. Ademas, disponian de poca o
ninguna informacion sobre cémo impugnar un
resultado negativo en la seleccion. Ni
FindtheRightTenant ni los propietarios informaban
habitualmente a los inquilinos cuando se les
denegaba el alquiler debido a un informe de
seleccion automatizado, lo que demuestra la
opacidad existente en el mercado privado de
alquileres, incluso si habia pruebas de este
problema en el sistema de vivienda publica de
Nordovia.

Los periodistas también investigaron los posibles
sesgos y discriminaciones que podian estar
implicitos en los datos y algoritmos en los que se
basaban los sistemas de la empresa. Aunque no
pudieron determinar ni acceder a las bases de
datos especificas, su investigacion puso de relieve
la preocupacién por los posibles sesgos y
discriminaciones implicitos en conjuntos de datos y

algoritmos similares a los que utilizaban los
sistemas de la empresa, y se centraron en los tipos
de datos utilizados para alimentar la puntuacion
gue alimenta los algoritmos de toma de decisiones.

Un articulo publicado por The Planet News
explicaba como el uso de antecedentes penales,
historiales de desahucios y puntuaciones de riesgo
basadas en la direccién afectaba de manera
desproporcionada a las minorias nordovianas,
especialmente a las personas de color y a los
migrantes, debido a los patrones histéricos de
discriminacion en materia de vivienda,
segregacion y desigualdad de ingresos. Dado que
los periodistas y los organismos de control
sefialaron que FindtheRightTenant no contaba con
procedimientos significativos de mitigacion de
sesgos y gobernanza de datos, plantearon la
preocupacién de que lo que parecia una tecnologia
«neutral» que conduciria a una mejor toma de
decisiones y a «encontrar al inquilino adecuado»
era, en realidad, un proceso automatizado que
conllevaba el riesgo de perpetuar y legitimar el
racismo y la discriminacion estructurales a través
de esas decisiones.

Esto provocd criticas por parte de las
organizaciones de consumidores sobre la forma en
que  FindtheRightTenant  comercializaba  su
producto algoritmico. Afirmaban que cumplian con
todas las leyes pertinentes, pero al mismo tiempo
alegaban que no se responsabilizaban de |Ia
exactitud de los datos utilizados. Tanto las
organizaciones de consumidores como la prensa
consideraron que esto era contradictorio y
destacaron que planteaba dudas sobre |Ia
responsabilidad, especialmente cuando a los
inquilinos se les negaba el acceso a una vivienda
basandose en los informes automatizados de
FindtheRightTenant.
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FindtheRightTenant va a los tribunales |

De la investigacion periodistica a la accidn legal

Como resultado de las investigaciones, desde 2023, FindtheRightTenant
ha sido objeto de varias demandas y denuncias. Dado que prestaba
servicios de seleccidn de inquilinos tanto a propietarios privados como a
autoridades de vivienda publica, varios defensores de los derechos
humanos y organizaciones de consumidores —y, finalmente, también el

Gobierno— demandaron a la empresa.

Los contratos con los gobiernos locales se rescindieron como
consecuencia de la indignacion, incluido uno muy importante con una
agencia gubernamental local que gestionaba un programa de ayudas al
alquiler de viviendas en la capital de Nordovia, lo que hizo muy publicos
los problemas legales de FindtheRightTenant. Pronto se convirtidé en

noticia a nivel nacional e internacional.

La Oficina Nacional de Proteccién al Consumidor
destacd que FindtheRightTenant habia sido acusada
de no verificar adecuadamente la exactitud de las
fuentes de datos de terceros, y se han presentado
pruebas ante los tribunales de que no realizaron
ninguna verificacién, incluso cuando se sabia que
las fuentes de datos producian errores frecuentes.
Segun el periodista de Planet News Kent Lois,
«varias de las demandas presentadas acusaban a
FindtheRightTenant de elaborar sistematicamente
informes que confundian a personas con nombres
similares, informaban erroneamente sobre los
resultados de los juicios y presentaban datos sin
ningun tipo de contraste. Por ejemplo, en relacion
con las detenciones, no incluian informacion sobre
los cargos desestimados o las resoluciones de los
juicios».

'a empresa fuera llevada a los

tribunales proporciond mas herramientas a los
periodistas. Esto dio lugar a una investigacidon
histérica del periédico sobre el sector de la
seleccion de inquilinos en Nordovia. Ante las
limitaciones para acceder directamente a los datos
de los inquilinos debido a las leyes de privacidad,
recurrieron a una metodologia innovadora,
concretamente el anadlisis de las demandas
federales relacionadas con las empresas de
seleccidn de inquilinos.

El hecho de que FindtheRightTenant también
colaborara con organismos gubernamentales dio
ventaja a los investigadores y, irénicamente, las
herramientas de inteligencia artificial también. Los
periodistas de The Planet News utilizaron el
procesamiento del lenguaje natural y herramientas
de datos personalizadas para recopilar y clasificar
miles de registros judiciales con el fin de identificar
patrones en las quejas de los consumidores y los
resultados legales. Cruzaron estos casos con las
solicitudes de acceso a la informacidn presentadas
a las autoridades de vivienda de Nordovia, lo que
revel6 el uso generalizado de empresas como
FindtheRightTentant en varios programas de
vivienda publica.
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El coste humano de la seleccion legal automatizada

Como las malas practicas del sector afectaron a los mas

vulnerables

Los reportajes realizados por The Planet News pusieron de relieve lo opaco
y dificil que es para los inquilinos impugnar las decisiones tomadas por
estos sistemas, y lo raro que es que se responsabilice a alguna empresa por
resultados errédneos o sesgados. Su investigacidon expuso a los nordovianos
a una imagen preocupante de la industria de la seleccion automatizada
de inquilinos: un sistema poderoso, basado en datos, que opera con una

transparencia minima, una

responsabilidad

limitada y graves

consecuencias para los inquilinos vulnerables.

Un caso documentado por el periddico involucraba
a una mujer llamada Luisa Sanchez a quien se le
negd una vivienda después de que su informe de
seleccion de inquilinos incluyera por error los
antecedentes penales de otra persona con un
nombre similar, Louisa Marquez. Esta inmigrante en
Nordovia, que llevaba casi una década residiendo
legalmente en el pais, fue rechazada
repetidamente para alquilar apartamentos y, como
resultado, se enfrentd a importantes dificultades, a
pesar de no tener antecedentes penales. Historias
como esta ilustran como las confusiones de datos y
los sistemas automatizados pueden etiquetar
erroneamente a las personas como inquilinos de
alto riesgo y afectar gravemente a sus vidas.

Otro hombre, cuyo nombre no se reveld, fue
sefialado por los antecedentes penales de otra
persona con un nombre similar, lo que le llevd a
sufrir repetidos rechazos. Otro inquilino tenia en su
expediente un caso de desahucio desestimado, a
pesar de que nunca habia sido desahuciado.
Ambos se enfrentaron a largas demoras vy
dificultades para resolver estos errores, lo que
pone de relieve el impacto perjudicial de los
sistemas automatizados defectuosos.

Las noticias también destacaron otros casos de
inquilinos cuyas vidas se vieron trastornadas

debido a errores en la seleccion de inquilinos. Por
ejemplo, a algunas personas se les denegd una
vivienda porque los informes automatizados
incluian por error expedientes de desahucio o
antecedentes penales que no les pertenecian. Estos
errores se debian a menudo a nombres comunes o
datos obsoletos. Muchas victimas tuvieron
dificultades para conseguir que se corrigieran los
errores o incluso para entender por qué se les
denegaba el acceso.

FindtheRightTenant, uno de los mayores
proveedores de seleccion automatizada de
inquilinos de Nordovia, sirvid como caso de estudio
sobre como estos sistemas pueden fallar y como
esos fallos pueden perjudicar a personas reales que
buscan una vivienda estable, especialmente
cuando las empresas son imprudentes y no
adoptan medidas de proteccion ni marcos de
gobernanza de la IA. El trabajo de periodistas y
defensores sigue sacando a la luz estas practicas en
Nordovia hoy en dia, impulsando reformas que dan
prioridad a la equidad, la precision y Ia
transparencia en el acceso a la vivienda. Mientras
tanto, FindtheRightTenant sigue enfrentdndose a
problemas legales y, aunque sigue en activo, se
encuentra en graves dificultades financieras.




Directrices para el personal docente

Sobre el estudio de caso

En primer lugar, una advertencia: aunque el caso

FindtheRightTenant se basa en investigaciones periodisticas
reales, este caso es totalmente ficticio y ha sido creado

exclusivamente para este ejercicio.

En primer lugar, podria comenzar con un debate sobre la
puntuacion crediticia basada en la inteligencia artificial y
los servicios financieros basados en la inteligencia
artificial, discutiendo las ventajas de la automatizacién y el
potencial del uso de diferentes tipos de conjuntos de datos
para prestar servicio a diversas poblaciones y centrarse en
la inclusidn.

Después de aprender sobre el proceso de aprobacion de
créditos, debe centrarse en el uso de datos personales
para este tipo de decisiones. Las siguientes fuentes
publicas se utilizaron para crear el antiestudio de caso, pero
cualquier similitud con empresas reales y personas vivas o
fallecidas es pura coincidencia. Los instructores deben
informar a los alumnos de este hecho durante o después de
haber revisado el estudio de caso y el debate, dependiendo
de lo valioso que les parezca saberlo o no de antemano.
Personalmente, el autor de este estudio de caso negativo
considera que lo mas valioso es dar a los alumnos acceso a
la investigacion real de The Markup en cualquier momento
(véase el primer enlace proporcionado), ya que es un
trabajo muy bueno y les ayudara a comprender mejor las
cuestiones que se plantean. ¢Cudndo? iEso depende de
usted! ;

Se podrian

debatir
cuestiones

................. N

responsabilidades?

Este estudio de caso se centra en FindtheRightTenant, una
empresa ficticia que utiliza la inteligencia artificial y el
historial crediticio para decidir el acceso a la vivienda. Es un
ejemplo de cdmo la toma de decisiones algoritmica puede
perjudicar a los consumidores e incluso infringir los
derechos de las personas cuando no funciona
correctamente.

El caso se divide esencialmente en dos partes. En primer
lugar, el estudio de caso explora la historia de
FindtheRightTenant y su algoritmo, explicando cémo se
implementd y como falld; cémo afectd a los consumidores y
a su acceso a la vivienda, y cdmo dafié la reputacién de la
empresa y les causd problemas. Esta parte concluye
destacando los riesgos asociados a estas practicas. La
segunda parte del estudio de caso se centra en las
soluciones y es aqui donde estas instrucciones y el papel de
los instructores deben ser mas activos, ya que los modelos
basados en la |IA requieren conjuntos de datos no solo para
el entrenamiento, sino también para que los usuarios
introduzcan datos personales, como se demuestra en la
simulacidn de la pagina 8 de este estudio de caso.

° ¢Qué puede hacer una empresa para mitigar los riesgos identificados y
cuales son las normas legales que debe seguir para evitar

como: .

¢Como puede la empresa proteger mejor los derechos de los usuarios
y los conocimientos adquiridos, que luego pueden ser aplicados por
otras empresas que deseen aprovechar la toma de decisiones
automatizada para decidir sobre el acceso de los ciudadanos a

oportunidades en materia de vivienda, crédito u otras areas?

El estudio de caso le ofrece la oportunidad de
identificar los riesgos éticos y legales de la toma de
decisiones algoritmica relacionada con el acceso a la
vivienda, asi como de proponer medidas correctivas
identificando primero los riesgos éticos y legales
asociados a ella. Para eso sirve la fuente en negrita a
lo largo del texto. Su objetivo debe ser que el
alumnado comprenda las cuestiones relacionadas
con el sesgo, la discriminacion, la transparencia y la
privacidad de los datos.

Este estudio de caso negativo muestra cdmo no debe

cual es la mejor manera de aprovechar las ventajas
de la tecnologia al tiempo que se toman medidas
para mitigar los posibles riesgos y compensaciones.
El personal docente podria animar al alumnado a
proponer métodos y medidas para hacerlo (véanse
las lecturas recomendadas). Otra via de debate es
qué podrian hacer quienes compran un producto
como el que ofrece FindtheRightTenant:
propietarios, administradores de fincas o
autoridades de vivienda publica. éCudl es su papel?
éSon parcialmente responsables o corresponsables?
¢Qué pueden y qué deben hacer?
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