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....................... o 0 1 Streszczenie

Rodzaj OER

Prezentacja wykorzystujgca

AEQUITAS w srodowisku
Google Colab

................. cel/przeznaczenie (

Zapewnienie studentom narzedzia do kontroli predyktoréow uczenia maszynowego
pod katem stronniczosci i sprawiedliwosci. Koncentrujac sie na scenariuszu
wykrywania oszustw, studenci uczg sie krytycznie oceniaé¢ wydajnosé algorytmow nie
tylko pod katem doktadnosci, ale takze sprawiedliwego traktowania réznych grup
demograficznych.

----------- Oczekiwane efekty ksztatcenia

Po zakonczeniu demonstracji studenci bedq potrdfili:

m Zastosowanie Aequitas do kontroli modeli klasyfikacyjnych (drzewo
decyzyjne, las losowy, FairGBM) pod katem sprawiedliwosci;

m Interpretowanie kluczowych wskaznikéw sprawiedliwosci, takich jak wskaznik
fatszywych alarméw (FPR), wskaznik fatszywych odkry¢ (FDR) i parytet
statystyczny; v

m Identyfikowanie i wyjasnianie dysproporcji na poziomie grup w wynikach
prognoz;

m Refleksja nad rolg audytu stronniczosci i sprawiedliwych technik uczenia
maszynowego w kontekscie podejmowania decyzji wysokiego ryzyka. o

Stowa Sugerowane podejscie metodologiczne
kluczowe g P . :

Uczenie maszynowe Nauka oparta na
Aequitas problemach

Audyt
Stronniczos¢
Sprawiedliwos¢

Aby zrozumieé i pracowac z trescig tego OER, wymagana jest
Sredniozaawansowana znajomos¢ programowania w jezyku
Python.




- 02 Wprowadzenie

W miare jak uczenie maszynowe staje sie coraz bardziej zintegrowane z
procesami decyzyjnymi — szczegdlnie w dziedzinach o wysokiej stawce,
takich jak finanse — niezbedna jest krytyczna ocena etycznych implikacji .
wdrazania modeli. Chociaz modele predykcyjne sg zazwyczaj oceniane na
podstawie wskaznikdw wydajnosci, takich jak doktadnos¢, same one nie
wystarczajg do zagwarantowania sprawiedliwosci, zwtaszcza gdy dane
bazowe zawierajg wrazliwe atrybuty, takie jak pteé, pochodzenie etniczne
lub status spoteczno-ekonomiczny (Jesus et al., 2024).

To ¢wiczenie oparte na demonstracji zacheca
uczniéw do zapoznania sie z Aequitas, zestawem
narzedzi audytowych typu open source, poprzez
praktyczne zbadanie realistycznego scenariusza
wykrywania oszustw. Cel jest dwojaki: pogtebienie
zrozumienia przez ucznidw algorytmicznych
uprzedzen oraz zapoznanie ich z praktycznymi
narzedziami i technikami, ktére wspierajg rozwdj
bardziej  przejrzystych i  odpowiedzialnych
systemdw uczenia maszynowego.

Aequitas zapewnia kompleksowe ramy oceny
sprawiedliwosci modeli klasyfikacyjnych poprzez
badanie rozktadu wynikéw prognozowanych w
réznych grupach demograficznych. Oferuje szereg
wskaznikéw sprawiedliwos$ci, w tym wskaznik
fatszywych alarméw (FPR), wskaznik fatszywych
odkry¢ (FDR) i parytet statystyczny, ktére pomagaja

wykry¢ dysproporcje w wydajnosci modeli, ktére
moga by¢ niewidoczne przy uzyciu
konwencjonalnych metod oceny. Nawet w
przypadku modeli szkolonych na
niezrownowazonych lub stronniczych zbiorach
danych mozna przeprowadzi¢ audyt w celu oceny,
czy traktujg one rdéine podgrupy w sposéb
sprawiedliwy.

Dzieki bezposredniemu zaangazowaniu w Aequitas
w tym kontekscie zastosowan studenci zdobeda
zarowno umiejetnosci techniczne w zakresie
kontroli sprawiedliwosci, jak i szerszg swiadomos¢
etyczng wyzwan zwigzanych z wdrazaniem uczenia
maszynowego w  dziedzinach, w  ktérych
konsekwencje stronniczosci mogg by¢ szczegdlnie
powazne.




....................... o 03 Prezentacja narzedzi

Scenariusz obejmuje audyt modelu klasyfikacji
binarnej, ktory zostat przeszkolony w celu
wykrywania oszustw zwigzanych z kontami

Svstemv wvkrywania oszustw zazwyczaj borykajg sie z nastepujacymi
problemami

* Powaing nierdwnowagg klas (przypadki
oszustw sg rzadkie);

*  Woysoka stawka (btedna klasyfikacja moze
zaszkodzi¢ osobom fizycznym lub
instytucjom);

v * Ukryte uprzedzenia (wrazliwe cechy mogg

korelowad z wynikami etykiet).

Wsymu/acji Wykorzystano
zbior danych Bank
Account Fraud (BAF), czyli
duzy, syntetyczny zbior
danych chronigcy

prywatnosé, ktory v
odzwierciedla rzeczywiste
wzorce oszustw
bankowych.

Najwazniejsze cechy to

m Warianty symulujace tendencyjnos¢ prébkowania, dryf czasowy i
: nieréwnowage cech

m Atrybuty demograficzne umozliwiajgce analize sprawiedliwosci;

m Silna nierdwnowaga klas dla realizmu.

Warunki te pozwalajg na przeprowadzenie znaczgcych eksperymentow
dotyczgcych zachowania wskaznikow sprawiedliwosci w réznych zatozeniach
modelowych i konfiguracjach danych.




- 04 Wykonanie symulacji

LEl} Dostep do zeszytu symulacji
S Przejdz do strony https://tinyurl.com/4b9uShun

|@' Uruchom caty kod

gornym rogu kazdej komorki.

Uruchom caty notatnik, aby zatadowa¢ zbiér danych, wyszkoli¢ model klasyfikacji
binarnej i wygenerowac prognozy. W tym celu kliknij przycisk odtwarzania w lewym

* Uzyj Aequitas, aby wygenerowac raport sprawiedliwosci

[CEJ Przeprowad: audyt sprawiedliwosci za pomoca Aequitas

* Skoncentruj sie na wskaznikach takich jak FPR, FDR i parytet statystyczny
* Zidentyfikuj, ktore grupy sg traktowane niesprawiedliwie w prognozach modelu

[ Poréwnaj wyniki i zinterpretuj wskazniki

Przejrzyj réznice w sprawiedliwosci miedzy grupami. Porownaj wskazniki wydajnosci
(np. doktadnos¢) ze wskaznikami sprawiedliwosci, aby oceni¢ kompromisy.

[E zastanéw sig i przedyskutuj

* Jakie wzorce niesprawiedliwosci zaobserwowano?
* Jak te wyniki moga wptynaé na rzeczywiste osoby?

aby poprawié¢ wyniki pod wzgledem etycznym?

* W jaki sposéb mozna wtgczy¢ takie narzedzia do procesu uczenia maszynowego,

................. LI Szczegoty procesu

: Proces ten sktada sie z kilku kolejnych etapdw majacych na celu przygotowanie
danych, stworzenie modeli predykcyjnych oraz ocene ich wydajnosci i
sprawiedliwosci.

-Kluezowe -etapy-sg-nastepujgce; -

ml tadowanie danych — zestaw danych jest najpierw tadowany z okre$lonego zrédta
(np. pliku CSV, bazy danych). Oczekuje sie, ze bedzie on zawierat zaréwno zmienne
cech, jak i jeden lub wiecej atrybutdw wrazliwych (np. pte¢, rasa) niezbednych do
oceny sprawiedliwosci.

EEI Wstepne przetwarzanie — dane przechodzg kilka etapow wstepnego przetwarzania w
: celu zapewnienia jakosci i spdjnosci (imputacja i normalizacja).

Modele te mogg obejmowac zaréwno algorytmy nie uwzgledniajgce sprawiedliwosci
(standardowe), jak i podejscia uwzgledniajgce sprawiedliwos$é, ktére wykorzystujg

techniki ograniczania stronniczosci podczas trenowania lub przetwarzania koricowego.

['EIOcena sprawiedliwosci za pomocg Aequitas — wyszkolone modele sg oceniane nie tylko
pod katem doktadnosci i innych wskaznikdw wydajnosci, ale takze pod katem
sprawiedliwosci przy uzyciu zestawu narzedzi Aequitas.



https://tinyurl.com/4b9u9hun
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To demo pokazuje, ze nawet doktadne modele moga
prowadzi¢ do niesprawiedliwych wynikow, jesli sg wdrazane

bez kontroli sprawiedliwosci.

Korzystajac z Aequitas, studenci odkrywajg, w jaki
sposdb uprzedzenia moga utrzymywaé sie w
ustawieniach klasyfikacji binarnej i jak rézne grupy
demograficzne mogg  doswiadcza¢  réznych
wskaznikdéw btednej klasyfikacji. Angazujac sie
bezposrednio w pomiary sprawiedliwosci i
przeprowadzajgc rzeczywiste audyty, studenci

rozwijajg kompetencje techniczne i Swiadomos¢
etyczng. Co wazniejsze, uczg sie, ze wykrywanie
uprzedzen nie jest dodatkiem, ale istotng czescia
budowania godnych zaufania systeméw sztucznej
inteligencji — szczegdlnie w dziedzinach takich jak
finanse, gdzie prognozy modeli majg powazne
konsekwencje.

* Nlesus, S., Saleiro, P., e Silva, I. O., Jorge, B. M., Ribeiro, R. P., Gama, J,, ...
& Ghani, R. (2024). Aequitas flow: Streamlining fair ml experimentation.
Journal of Machine Learning Research, 25(354), 1-7.
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https://www.youtube.com/@CiEGateway
https://www.linkedin.com/company/cooperation-in-education-gateway
https://www.instagram.com/cie.gateway?igsh=dzNxYnl3OGpnbmpn
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