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Proporcionar a los alumnos una exploración práctica y crítica de cómo la toma de 
decisiones algorítmica en la contratación puede reproducir desigualdades 
estructurales mediante la comparación de los resultados de las métricas de equidad. 
Esta simulación fomenta la reflexión sobre las dimensiones éticas de la IA en los 
recursos humanos y promueve el desarrollo de modelos predictivos más justos e 
inclusivos.

  Objetivo/Finalidad.

Demo/simulación con Google Colab 
(clasificador RandomForest frente a 
FairGBM).

  Tipo de REA.

01  Resumen

 01.    Detectar e interpretar el sesgo algorítmico en la contratación impulsada 
por la IA.

 02.    Reflexionar sobre las implicaciones éticas de los sistemas de contratación 
automatizados.

 03.    Utilizar métricas de equidad para evaluar los resultados del modelo.

  Resultados de aprendizaje esperados:.

Al final de la simulación, el alumnado será capaz de:

Aprendizaje basado en 
problemas

Enfoque metodológico sugerido::

• Aprendizaje 
automático

• Clasificación
• Recursos humanos
• Sesgos
• Equidad

  Palabras 
clave:
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02 Introducción

 01.    La responsabilidad significa que la organización es responsable de sus 
decisiones de contratación y sus resultados, garantizando que existan 
consecuencias para las prácticas injustas.

 02.    La transparencia implica que el proceso de contratación y los criterios de 
selección sean claros y comprensibles para todos los candidatos.

 03.    La equidad garantiza que todos los candidatos sean evaluados de manera 
imparcial en función de sus cualificaciones para el puesto, sin sesgos ni 
discriminaciones.

 04.    El sesgo social en la contratación es la tendencia injusta a favorecer o 
rechazar a los candidatos basándose en suposiciones prejuiciosas sobre su 
grupo social (como la edad, el género o la raza) en lugar de sus habilidades y 
cualificaciones reales.

 Glosario.

Cada vez más se espera que los procesos de selección 
cuenten con el apoyo de tecnologías de inteligencia 
artificial (IA), especialmente en las primeras etapas de 
la contratación, como la selección de currículos, la 
clasificación de candidatos y la preselección de 
solicitantes para las entrevistas. Si bien estos sistemas 
ofrecen un mayor potencial de eficiencia y 
escalabilidad, también plantean importantes 
cuestiones éticas, en particular en lo que respecta a la 
equidad y los prejuicios (Horodyski, 2023).

Mucho antes de la adopción de la IA, las 
investigaciones sobre las prácticas tradicionales de 
contratación y selección ya habían documentado 
patrones persistentes de discriminación (Breaugh, 
2013; Hebl et al., 2020). Entre ellos se incluyen los 
sesgos relacionados con la raza, el origen étnico y 
la condición de minoría (por ejemplo, Allen y 
Vardaman, 2017; Hiemstra et al., 2013; Veit y 
Thijsen, 2019; Zschirnt y Ruedin, 2016); género 
(por ejemplo, Ellemers, 2018); clase social (por 
ejemplo, Henderson, 2018); edad (por ejemplo, 
Czopp et al., 2015; Zaniboni et al., 2019); y 
formación académica (por ejemplo, Daly et al., 

2000).

Cada vez más, se espera que los procesos de 
selección cuenten con el apoyo de tecnologías de 
inteligencia artificial (IA), especialmente en las 
primeras etapas de la contratación, como la 
selección de currículos, la clasificación de 
candidatos y la preselección de solicitantes para 
entrevistas, lo que puede plantear importantes 
cuestiones éticas, en particular en lo que respecta 
a la equidad y los prejuicios (Horodyski, 2023).
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Mucho antes de la adopción de la IA, las 
investigaciones sobre las prácticas tradicionales de 
contratación y selección ya habían documentado 
patrones persistentes de discriminación (Hebl et al., 
2020). Entre ellos se incluyen los prejuicios 
relacionados con la raza, la edad, el origen étnico y la 
condición de minoría (por ejemplo, Allen y Vardaman, 
2017;  Veit y Thijsen, 2019; Zaniboni et al., 2019).

La preocupación ahora es que las tecnologías de 
IA, en lugar de mitigar estos sesgos, puedan 
afianzarlos o incluso amplificarlos. Estudios 
recientes sugieren que la toma de decisiones 
algorítmica en recursos humanos puede replicar 
las desigualdades históricas incorporadas en los 
datos utilizados para entrenar dichos sistemas (por 
ejemplo, Rigotti y Fosh-Villaronga, 2024; Seppälä y 
Małecka, 2024). Como resultado, el uso de la IA en 
la contratación plantea cuestiones críticas sobre la 
responsabilidad, la transparencia y la equidad en 
las prácticas de contratación.

En este contexto, el presente ejercicio de 
simulación está diseñado para involucrar a los 
estudiantes en los retos éticos de la contratación y 
la selección de candidatos impulsadas por la IA. El 
objetivo es proporcionar experiencia práctica en la 
identificación de posibles sesgos dentro de los 
algoritmos de contratación y explorar estrategias 

conscientes de la equidad para apoyar una toma 
de decisiones más inclusiva y equitativa.
Mediante el uso de métricas de equidad, los 
estudiantes analizarán si los modelos de 
aprendizaje automático utilizados para predecir las 
decisiones de preselección reflejan —o reproducen
— patrones históricos de discriminación, 
prestando especial atención al origen étnico, el 
género y el contexto socioeconómico. 

Al enfrentarse a estos retos en un entorno 
controlado y simulado, los estudiantes 
desarrollarán tanto la competencia técnica como la 
sensibilidad ética esenciales para el diseño y la 
implementación responsables de la IA en la 
gestión de recursos humanos.
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03 Presentación de 
herramientas

Esta simulación aborda una tarea de clasificación binaria en la contratación 
basada en IA: predecir si un candidato debe ser preseleccionado para un 
puesto directivo de nivel medio en función de su perfil.

El conjunto de datos utilizado es sintético, pero se basa en datos de 
contratación del mundo real, disponibles públicamente a través de la 
plataforma Kaggle. Los atributos de los candidatos incluyen género, 
raza/etnia, nivel de educación, años de experiencia, expectativas salariales y 
fuente de contratación.

Esta simulación se centra 
en una pregunta principal: 

¿Los algoritmos de 
aprendizaje automático 

«recomiendan» de manera 
desproporcionada el 

rechazo de las solicitudes 
de empleo presentadas por 
personas negras y mujeres?

Aunque el conjunto de datos es artificial, simula de 
forma realista las decisiones y los patrones 
comunes de contratación, lo que lo hace ideal para 
estudiar la equidad en el aprendizaje automático. 
Es especialmente preocupante la forma en que 
variables sensibles como la raza/etnia pueden 
influir en las predicciones del modelo. Los estudios 

han demostrado que los procesos de contratación 
pueden perjudicar sistemáticamente a los 
candidatos de determinados orígenes étnicos, 
incluso cuando las cualificaciones son iguales 
(Zschirnt y Ruedin, 2016; Veit y Thijsen, 2019; 
Hiemstra et al., 2013).

Al investigar esta cuestión, los estudiantes evalúan 
de forma crítica si los modelos de IA utilizados en la 
selección de candidatos muestran sesgos no 
deseados y cómo estos patrones se relacionan con 
los hallazgos empíricos de la literatura académica.
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04  Ejecución de la 
simulación

 01.    Acceda al cuaderno de simulación
 Vaya a https://tinyurl.com/k63793wp

 02.    Ejecutar el código
• Para ejecutar todas las celdas, haga clic en la pestaña 

«Runtime» y seleccione «Run All». Espere un momento 
(puede tardar unos pocos minutos).

• Asegúrese de que los resultados se cargan correctamente y 
de que todos los modelos se han entrenado con éxito.

 03.    Explore el conjunto de datos
• En la herramienta What If, haga clic en «Performance & 

Fairness» y, a continuación, seleccione «Ground Truth Feature 
= Over-50K» y «Slice by = GenderCode». Revise el conjunto 
de datos e inspeccione las variables clave. Preste especial 
atención a las características demográficas, como la 
raza/etnia y el género, y su posible correlación con los 
resultados de la preselección.

 04.    Analizar la equidad
Aplique métricas de equidad para analizar las diferencias en las 
tasas de precisión de rechazo entre los grupos demográficos, 
concretamente la raza/etnia.

 

https://tinyurl.com/k63793wp
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 05. Comparar resultados
Compare los resultados entre los distintos grupos, 
especialmente en lo que respecta al origen étnico. Determine si 
los candidatos con la misma cualificación pero de distintos 
orígenes étnicos reciben un trato desigual. Reflexione sobre 
cómo esto refleja los patrones conocidos de discriminación en la 
contratación.

 06.    Reflexionar sobre las implicaciones éticas

Debata si el modelo refleja o refuerza los prejuicios sociales y de 
qué manera. Evalúe la eficacia de las intervenciones que tienen 
en cuenta la equidad. Considere las implicaciones éticas más 
amplias del uso de la IA en la contratación y la gestión del 
talento.

05  Conclusión

Esta simulación ilustra cómo los modelos de aprendizaje 
automático, si no se controlan, pueden incorporar y reproducir 
sesgos históricos en los procesos de contratación 
automatizados. Aunque el conjunto de datos utilizado es 
sintético y el modelo se ha simplificado intencionadamente, los 
resultados reflejan las preocupaciones del mundo real en torno 
a la equidad en la contratación, especialmente en lo que 
respecta a las disparidades de género y étnicas.

Los resultados revelan importantes inconsistencias 
en la precisión predictiva entre los distintos grupos 
demográficos. En concreto, la precisión de las 
predicciones de rechazo en la contratación es 
notablemente mayor en el caso de las mujeres 

negras. En este contexto, una mayor precisión se 
corresponde con una menor tasa de falsos 
negativos, lo que significa que las solicitudes de las 
mujeres negras se clasifican con mayor frecuencia 
y corrección como rechazos.
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Esto sugiere que el modelo «recomienda» de 
manera desproporcionada rechazar a los 
candidatos de este grupo, en comparación con los 
de otros grupos, lo que pone de relieve un sesgo 
preocupante en el proceso de toma de decisiones 
del algoritmo.

Estos hallazgos reavivan los debates críticos sobre 
los puntos ciegos en la contratación algorítmica, en 
particular las formas en que las desigualdades 
estructurales se codifican en los datos de 
entrenamiento y posteriormente son aprendidas 
por los sistemas de IA. La observación de que la 
precisión predictiva varía entre los grupos 
marginados, e incluso dentro de las categorías 
protegidas, subraya la complejidad de evaluar la 
equidad: una mayor precisión no indica 
necesariamente resultados más equitativos.

Mediante la aplicación de métricas de equidad y el 
examen de los resultados a nivel de grupo, se 
invita a los estudiantes a comprometerse de forma 
crítica con las dimensiones sociotécnicas del sesgo 
algorítmico. Este ejercicio no solo proporciona 
experiencia práctica con técnicas de detección y 
mitigación del sesgo, sino que también hace 
hincapié en la responsabilidad ética de los 
desarrolladores y analistas en el diseño de 
sistemas de IA justos y responsables. En el 
contexto de la gestión de recursos humanos, la 
equidad no es solo una cuestión legal o de 
reputación, sino una obligación ética fundamental.

69 %
HOMBRE

Precisión en la predicción de las decisiones de rechazo en la contratación, es decir, 
verdaderos «negativos» (%)

68
HOMBRE

Blanco

Negro

  Resumen de resultados .

76
MUJER

88
MUJERES

82
HOMBRE

Hispano
74

MUJER
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