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....................... - 0 1 Streszczenie

Rodzaj OER

Demonstracja/symulacja przy uzyciu
Google Colab (RandomForest vs FairGBM
Classifier)

\
.................. CeI/przeznaczenie H
Zapewnienie studentom praktycznej i krytycznej analizy tego, w jaki sposéb
algorytmiczne podejmowanie decyzji w procesie rekrutacji moze reprodukowac
nieréwnosci strukturalne poprzez poréwnanie wynikdéw uzyskanych na podstawie
wskaznikow sprawiedliwosci. Symulacja ta zacheca do refleksji nad etycznymi
aspektami sztucznej inteligencji w zasobach ludzkich i promuje opracowywanie
v bardziej sprawiedliwych i integracyjnych modeli predykcyjnych.
------------ Oczekiwane efekty ksztatcenia
Pod koniec symulacji studenci bedq potradfili:
m Wykrywanie i interpretacja algorytmicznych uprzedzen w rekrutacji
opartej na sztucznej inteligencji;
Refleksja nad etycznymi implikacjami zautomatyzowanych systeméw v
rekrutacyjnych
m Wykorzystanie wskaznikéw sprawiedliwosci do oceny wynikéw modelu;
®

I IVYES Sugerowane podejscie metodologiczne
kluczowe

Nauka oparta na
problemach

Uczenie
maszynowe
Klasyfikacja
Zasoby ludzkie
Uprzedzenia
Sprawiedliwosé




< 02 Wprowadzenie

(Vi Odpowiedzialnoéé¢ oznacza, ze organizacja ponosi odpowiedzialno$¢ za swoje

decyzje dotyczgce zatrudnienia i ich skutki, zapewniajgc konsekwencje za
nieuczciwe praktyki.

m Przejrzystosc polega na tym, ze proces rekrutacji i kryteria wyboru sg jasne i
zrozumiate dla wszystkich kandydatow.

Sprawiedliwos¢ gwarantuje, ze wszyscy kandydaci sg oceniani bezstronnie na

podstawie ich kwalifikacji do danego stanowiska, bez zadnych uprzedzen lub

dyskryminacji.

m Uprzedzenia spoteczne w zatrudnianiu to nieuczciwa tendencja do
faworyzowania lub odrzucania kandydatéw na podstawie uprzedzen
dotyczacych ich grupy spotecznej (np. wieku, ptci lub rasy) zamiast ich
rzeczywistych umiejetnosci i kwalifikacji.

Coraz czesciej oczekuje sie, ze procesy rekrutacyjne beda
wspierane przez technologie sztucznej inteligencji (Al),
szczegblnie na wczesnych etapach zatrudniania, takich jak
przegladanie CV, ranking kandydatow i tworzenie listy osob

zakwalifikowanych do rozmoéw kwalifikacyjnych. Chociaz systemy
te oferujg potencjat wiekszej wydajnosci i skalowalnosci, budza
one rowniez wazine obawy etyczne, szczegdlnie dotyczace
sprawiedliwosci i stronniczosci (Horodyski, 2023).

Na diugo przed wprowadzeniem sztucznej
inteligencji badania nad tradycyjnymi praktykami Coraz czesciej oczekuje sie,
rekrutacyjnymi i selekcyjnymi  wykazaty juz
utrzymujace sie wzorce dyskryminacji (Breaugh,
2013; Hebl et al., 2020). Obejmujg one
uprzedzenia zwigzane z rasg, pochodzeniem

rekrutacyjne beda wspierane przez technologie
sztucznej inteligencji  (Al), szczegdlnie
wczesnych etapach zatrudniania,

etnicznym i statusem mniejszosci (np. Allen &
Vardaman, 2017; Hiemstra et al., 2013; Veit &
Thijsen, 2019; Zschirnt & Ruedin, 2016); pte¢ (np.
Ellemers, 2018); klasa spoteczna (np. Henderson,
2018); wiek (np. Czopp et al., 2015; Zaniboni i in.,
2019); oraz wyksztatcenie (np. Daly i in., 2000).

przegladanie CV, ranking kandydatéw i tworzenie
listy o0soéb zakwalifikowanych do rozmoéw
kwalifikacyjnych, co moze budzi¢ istotne obawy
etyczne, zwitaszcza dotyczgce sprawiedliwosci i
stronniczosci (Horodyski, 2023).




Na dtugo przed wprowadzeniem sztucznej inteligencji
badania nad tradycyjnymi
selekgji
dyskryminacji

praktykami rekrutacji i
wykazaty juz utrzymujgce sie wzorce
(Hebl i in., 2020). Obejmujg one
uprzedzenia zwigzane z rasg, wiekiem, pochodzeniem
etniczcnym i statusem mniejszosci (np. Allen i
Vardaman, 2017; Veit i Thijsen, 2019; Zaniboni i in.,

2019).

Obecnie istnieje obawa, ze technologie sztucznej
inteligencji, zamiast tagodzi¢ te uprzedzenia, moga
je utrwalaé, a nawet wzmacniaé. Najnowsze
badania sugerujg, ze algorytmiczne podejmowanie
decyzji w zakresie zasobdéw ludzkich moze
powielaé historyczne nieréwnosci zakodowane w
danych wykorzystywanych do szkolenia takich
systemoéw (np. Rigotti & Fosh-Villaronga, 2024;

Seppdla & Matecka, 2024). W rezultacie
wykorzystanie sztucznej inteligencji w rekrutacji
rodzi krytyczne pytania dotyczace

odpowiedzialnosci, przejrzystosci i sprawiedliwosci
w praktykach zatrudniania.

W tym kontekscie niniejsze ¢wiczenie symulacyjne
ma na celu zaangazowanie studentéw w etyczne

wyzwania zwigzane z rekrutacja i selekcja
kandydatéw opartg na sztucznej inteligencji.
Celem jest zapewnienie praktycznego

doswiadczenia w identyfikowaniu potencjalnych
uprzedzen w algorytmach rekrutacyjnych oraz

badaniu strategii uwzgledniajgcych
sprawiedliwos¢, aby wspierac bardziej integracyjne
i sprawiedliwe podejmowanie decyzji.

Korzystajagc z  wskaznikdw  sprawiedliwosci,
studenci przeanalizujg, czy modele uczenia
maszynowego wykorzystywane do przewidywania
decyzji dotyczacych wstepnej selekcji kandydatéw
odzwierciedlaja — lub odtwarzajg — historyczne
wzorce dyskryminacji, ze szczegdlnym
uwzglednieniem pochodzenia etnicznego, ptci i
statusu spoteczno-ekonomicznego.

Stawiajac czota tym wyzwaniom w
kontrolowanym,  symulowanym  $rodowisku,
studenci rozwing zaréwno kompetencje
techniczne, jak i wrazliwos¢é etyczna niezbedng do
odpowiedzialnego projektowania i wdrazar’
sztucznej inteligencji w zarzad- EENe}
ludzkimi.




....................... P 03 PrezentaCja narZQdZE

Ta symulacja dotyczy zadania klasyfikacji binarnej w rekrutacji opartej“na
sztucznej inteligencji: przewidywania, czy kandydat powinien zostac
zakwalifikowany do dalszego etapu rekrutacji na stanowisko klerownlcze
Sredniego szczebla na podstawie swojego profilu.

Wykorzystany zbiér danych jest syntetyczny, ale wzorowany na rzeczywistych
danych rekrutacyjnych, publicznie dostepnych za posrednictwem platform
Kaggle. Atrybuty kandydatéw obejmujg pte¢, rase/pochodzenie etniczne,
poziom wyksztatcenia, lata doswiadczenia, oczekiwania ptacowe, zrodto
rekrutacji.

Chociaz zbidr danych jest sztuczny, realistycznie Badania wykazaty, ze procesy rekrutacyjne moga
symuluje typowe decyzje i wzorce rekrutacyjne, systematycznie stawia¢ w niekorzystnej sytuacji
dzieki czemu idealnie nadaje sie do badania kandydatéw z okreslonych srodowisk etnicznych,
sprawiedliwosci w  uczeniu  maszynowym. nawet jesli majg oni takie same kwalifikacje
Szczegdlng uwage zwraca sie na sposéb, w jaki (Zschirnt & Ruedin, 2016; Veit & Thijsen, 2019;
wrazliwe zmienne, takie jak rasa/pochodzenie Hiemstra et al., 2013).

etniczne, mogg wptywaé na prognozy modelu.

Ta symulacja koncentruje
sie na jednym gtéwnym
pytaniu:

Czy algorytmy uczenia
maszynowego w
nieproporcjonalny sposob

,2alecajg” odrzucenie
podan o prace ztozonych
przez osoby czarnoskore i

kobiety?

Badajac te kwestie, studenci krytycznie oceniajg,
czy modele sztucznej inteligencji stosowane w
selekcji  kandydatéw wykazujg niezamierzone
uprzedzenia oraz w jaki sposéb wzorce te odnosza
sie do empirycznych wynikéw badan
przedstawionych w literaturze naukowej.
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Uruchom kod

* Aby wykonac¢ wszystkie komorki, kliknij karte ,,Runtime” i

wybierz opcje ,,Run All”. Poczekaj chwile (1 min).

* Upewnij sie, ze wyniki tadujg sie poprawnie i ze wszystkie

modele zostaty pomysinie wytrenowane.

Przegladaj zbidr danych

* W narzedziu What If Tool kliknij ,,Performance and Metrics”
(Wydajnosc¢ i wskazniki), a nastepnie wybierz funkcje ,,Over
50k” (Ponad 50 tys.) w sekcji ,,Ground Truth Feature” (Funkcja
Ground Truth) i wybierz ,GenderCode” (Kod ptci) dla opcji

,»Slice by” (Podziel wedtug).

* Przejrzyj zbiér danych i sprawdz kluczowe zmienne. Zwré¢

szczegblng uwage na cechy demograficzne, takie jak
rasa/pochodzenie etniczne i pte¢, oraz ich potencjalng

korelacje z wynikami selekcji.

Analiza sprawiedliwosci

Zastosuj wskazniki sprawiedliwosci, aby przeanalizowaé réznice

w wskaznikach doktadnosci odrzucenia w réznych grupach

demograficznych, a mianowicie rasie/pochodzeniu etnicznym.
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< 05 Whnioski

m Porownaj wyniki

Poréwnaj wyniki w réznych grupach, zwtaszcza pod wzgledem
pochodzenia etnicznego. Sprawdz, czy kandydaci o takich
samych kwalifikacjach, ale z réznych srodowisk etnicznych, sg
traktowani inaczej. Zastanow sie, jak to sie ma do znanych
schematow dyskryminacji przy zatrudnianiu.

m Zastanow sie nad implikacjami etycznymi

Omow, czy i w jaki sposéb model odzwierciedla lub wzmacnia
spoteczne uprzedzenia. Ocen skutecznos$¢ interwenc;ji
uwzgledniajgcych kwestie sprawiedliwosci. Rozwaz szersze
implikacje etyczne zwigzane z wykorzystaniem sztucznej
inteligencji w rekrutacji i zarzagdzaniu talentami.

Ta symulacja ilustruje, w jaki sposdb modele uczenia

maszynowego, jesli nie sg kontrolowane, mogg utrwalac i
reprodukowac historyczne uprzedzenia w
zautomatyzowanych procesach rekrutacyjnych. Chociaz

wykorzystany zbior danych jest syntetyczny, a model celowo
uproszczony, wyniki odzwierciedlajg rzeczywiste obawy
dotyczace sprawiedliwosci w zatrudnianiu, szczegdlnie w
odniesieniu do réznic ptciowych i etnicznych.

Wyniki  ujawniaja znaczne niespdjnosci  w tym kontek$cie wyzsza doktadnos$¢ odpowiada
dokfadnosci  prognoz w  rdéznych grupach nizszym  wskaznikom  fatszywych
demograficznych. W szczegdlnosci doktadnosé negatywnych, co oznacza, ze aplikacje czarnych
prognoz dotyczacych odrzucenia kandydatury jest kobiet sg czesciej i prawidtowo klasyfikowane jako
znacznie wyzsza w przypadku czarnych kobiet. W odrzucone.




Doktadnosc¢ w przewidywaniu decyzji o odrzuceniu kandydatéw — tj. prawdziwe

»wWyniki negatywne” (%)

69%

Sugeruje to, ze model w nieproporcjonalny sposob
,zaleca” odrzucanie kandydatow z tej grupy w
poréwnaniu z kandydatami z innych grup, co
wskazuje na niepokojgcy stronniczos¢ w procesie
podejmowania decyzji przez algorytm.

Odkrycia te ponownie wywotujg krytyczng
dyskusje na temat stabych punktéw algorytmoéw
rekrutacyjnych, w szczegdlnosci sposobdw, w jakie
nierownosci strukturalne sg kodowane w danych
szkoleniowych, a nastepnie przyswajane przez
systemy sztucznej inteligencji. Obserwacja, ze
dokfadnos$é prognozowania rézni sie w zaleznosci
od grup marginalizowanych — a nawet w obrebie

MEZCZYZNI

MEZCZYZNI

MEZCZYZNI

Stosujgc wskazniki sprawiedliwosci i analizujac
wyniki na poziomie grupowym, studenci s3a
zachecani do krytycznego podejscia do spoteczno-
technicznych wymiarow stronniczosci
algorytmicznej. Cwiczenie to nie tylko zapewnia
praktyczne doswiadczenie w zakresie wykrywania
stronniczosci i technik jej ograniczania, ale takze
podkresla etyczng odpowiedzialno$é programistow
i analitykdow za projektowanie sprawiedliwych i
odpowiedzialnych systeméw sztucznej inteligenciji.
W kontekscie zarzadzania zasobami ludzkimi
sprawiedliwosé nie jest jedynie kwestig prawng lub

kategorii chronionych — podkresla ztozonos¢ oceny reputacyjng — jest to podstawowy obowigzek
sprawiedliwosci: wieksza doktadnosé etyczny.

niekoniecznie oznacza bardziej sprawiedliwe

wyniki.
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