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Tipo de REA

Demonstracao/Simulacdo utilizando o
Google Colab (RandomForest vs FairGBM

Classifier)

s Objetivo/FinaIidade ok
Proporcionar aos estudantes uma exploracdo pratica e critica de como a tomada de
decisGes algoritmica no recrutamento pode reproduzir desigualdades estruturais,
comparando os resultados de métricas de equidade. Esta simulagdo incentiva a
reflexdo sobre as dimensdes éticas da IA nos Recursos Humanos e promove o

v desenvolvimento de modelos preditivos mais justos e inclusivos.
----------- Resultados de aprendizagem esperados
Ao final da simulag¢do, os alunos serdo capazes de:
m Detetar e interpretar o viés algoritmico na contratacao impulsionada pela
IA;
m Refletir sobre as implicacdes éticas dos sistemas de recrutamento
automatizados v
m Utilizar métricas de equidade para avaliar os resultados do modelo;
®

Palavras- Sugerido Abordagem metodoldgica
chave

Aprendizagem Aprendizagem baseada em

automatica problemas
Classificacao

Recursos humanos

Preconceitos

Equidade
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Responsabilidade significa que a organizagdo é responsavel pelas suas

decisdes de contratagdo e pelos seus resultados, garantindo que existam

consequéncias para praticas injustas.

ml Transparéncia envolve tornar o processo de recrutamento e os critérios de
selecdo claros e compreensiveis para todos os candidatos.

A equidade garante que todos os candidatos sejam avaliados de forma

imparcial com base nas suas qualificacdes para a funcdao, sem qualquer

preconceito ou discriminagao.

O preconceito social na contratagdo é a tendéncia injusta de favorecer ou

rejeitar candidatos com base em suposicdes preconceituosas sobre o seu
grupo social (como idade, género ou raga), em vez de suas habilidades e

qualificagdes reais.

Espera-se cada vez

mais que o0s processos de

recrutamento sejam apoiados por tecnologias de
Inteligéncia Artificial (IA), particularmente nas fases
iniciais da contratacao - tais como a triagem de

curriculos, a classificacdo de candidatos e a pré-
selecao de candidatos para entrevistas. Embora estes

sistemas oferecam o potencial para uma maior
eficiéncia e escalabilidade, também Ilevantam
importantes questdes éticas, particularmente no que
diz respeito a equidade e ao preconceito (Horodyski,

Muito antes da adocdo da IA, pesquisas sobre
praticas tradicionais de recrutamento e selecdo ja
haviam documentado padrdes persistentes de
discriminacdo (Breaugh, 2013; Hebl et al., 2020).
Isso inclui preconceitos relacionados a raca, etnia e
status de minoria (por exemplo, Allen & Vardaman,
2017; Hiemstra et al., 2013; Veit & Thijsen, 2019;
Zschirnt & Ruedin, 2016); género (por exemplo,
Ellemers, 2018); classe social (por exemplo,
Henderson, 2018); idade (por exemplo, Czopp et
al., 2015; Zaniboni et al., 2019); e formacdo
académica (por exemplo, Daly et al., 2000).

Espera-se cada vez mais que o0s processos de
recrutamento sejam apoiados por tecnologias de
Inteligéncia Artificial (lIA), particularmente nas
fases iniciais da contratacdo — tais como triagem
de curriculos, classificagdo de candidatos e pré-
selecdo de candidatos para entrevistas, o que pode
levantar importantes guestdes éticas,
particularmente no que diz respeito a equidade e
ao preconceito (Horodyski, 2023).




Muito antes da adocao da IA, pesquisas sobre praticas
tradicionais de recrutamento e selecao ja haviam
documentado padrdes persistentes de discriminacao
(Hebl et

al., 2020). Isso inclui preconceitos
relacionados a raca, idade, etnia e status de minoria
(por exemplo, Allen & Vardaman, 2017; Veit & Thijsen,

2019; Zaniboni et al., 2019).

A preocupacdo agora é que as tecnologias de IA,
em vez de mitigar esses preconceitos, possam
consolida-los ou até mesmo amplia-los. Estudos
recentes sugerem que a tomada de decisdes
algoritmicas em recursos humanos pode replicar
as desigualdades histéricas incorporadas nos
dados utilizados para treinar esses sistemas (por
exemplo, Rigotti & Fosh-Villaronga, 2024; Seppala
& Matecka, 2024). Como resultado, o uso da IA no
recrutamento levanta questdes criticas sobre
responsabilidade, transparéncia e justica nas
praticas de contratacao.

Neste contexto, o presente exercicio de simulacdo
foi concebido para envolver os estudantes nos
desafios éticos do recrutamento e da selecdo de
candidatos impulsionados pela IA. O objetivo é
proporcionar uma experiéncia pratica na
identificacdo de potenciais preconceitos nos
algoritmos de contratagdo e na exploracdo de

estratégias conscientes da equidade para apoiar
uma tomada de decisdao mais inclusiva e
equitativa.

Através da utilizacdo de métricas de equidade, os
estudantes analisardo se o0s modelos de
aprendizagem automatica utilizados para prever
decisdes de pré-selecio refletem — ou
reproduzem — padrdes histdricos de
discriminacdo, com especial atencdo a etnia,
género e contexto socioecondémico.

Ao enfrentar esses desafios em um ambiente
controlado e simulado,
os estudantes desenvolverdo tanto a competéncia
técnica quanto a sensibilidade ética essenciais para
o projeto e a implantacdo responsaveis da IA na
gestdo de recursos humanos.




- 03 Apresentacdo das
ferramentas
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Esta simulacao aborda uma tarefa de classificacao binaria no recrutamento
baseado em IA: prever se um candidato deve ser pré-selecionado para. um
cargo de gestao de nivel médio com base no seu perfil.

O conjunto de dados utilizado é sintético, mas modelado com base em

dados

reais de recrutamento,

disponiveis publicamente através da ==
plataforma Kaggle. Os atributos dos candidatos incluem género, raga/etnia, *

nivel de escolaridade, anos de experiéncia, expectativas salariais e fonte de
recrutamento.

Embora o conjunto de dados seja artificial, ele
simula de forma realista decisGes e padrdes
comuns de contratacdo, tornando-o ideal para
estudar a equidade na aprendizagem maquina. E

particularmente preocupante a forma como
varidveis sensiveis, como raca/etnia, podem
influenciar as previsbes do modelo. Estudos

Esta simulagdo centra-se
numa questao principal:
Os algoritmos de ML
“recomendam” de forma
desproporcional a rejeigdo

de candidaturas a
empregos apresentadas
por negros e mulheres?

demonstraram que os processos de recrutamento
podem sistematicamente prejudicar candidatos de
determinadas origens étnicas, mesmo quando as
qualificacdes sdo iguais (Zschirnt & Ruedin, 2016;
Veit & Thijsen, 2019; Hiemstra et al., 2013).

Ao investigar esta questdo, os estudantes avaliam
criticamente se os modelos de IA utilizados na
selecdo de candidatos apresentam preconceitos
ndo intencionais — e como esses padrdes se
relacionam com as conclusdes empiricas da
literatura académica.




Acesse o Caderno de Simulagio
: Aceda a https://tinyurl.com/k63793wp

Execute o cadigo

* Para executar todas as células, clique no separador
minuto).

todos os modelos sejam treinados com sucesso.

«Runtime» e selecione «Run All». Aguarde algum tempo (1

* Certifique-se de que as saidas carreguem corretamente e que

Explore o conjunto de dados

(Cddigo de género) para «Slice by» (Fatiar por).
* Analise o conjunto de dados e inspecione as variaveis
principais. Preste atencdo especial as caracteristicas

correlacdao com os resultados da pré-selecao.

demograficas, como racga/etnia e género, e sua possivel

* Na ferramenta What If, clique em «Performance and Metrics»
(Desempenho e métricas) e, em seguida, selecione o recurso
«Over 50k» (Mais de 50 mil) em «Ground Truth Feature»
(Recurso de verdade fundamental) e escolha «GenderCode»

Analise a equidade

taxas de precisdao de rejeicdo entre grupos demograficos,
nomeadamente raga/etnia.

Aplique métricas de equidade para analisar as diferencas nas

600 datapoints loaded ¢ @

Datapoint editor Performance & Fairness Features
Sort by
Configure o3 Custom thresholds for 5 values of RaceDesc () Count -
nd Truth F
Ground Truth Fealire ‘ﬂ‘:f;ff,ﬁ:‘ffx?,;:jﬁ,f:;m .5 Feature Value Count  Model Threshold (3 False Positives False Accuracy (%)
Over-50K T preder. pore, (%) Negatives (%)
Cost Ratia (FP/FN} 'WHAT IS COST RATIO? »  Hispanic 125 1 — & 05 2 0.0 240 76.0
5~ The cost of false pasitives relative 1o false
1 ¥ negatves. Required for optimization. Mors.
Slice by WHAT DOES SLIGING DO? 2 —e 05 ¢ 3.2 208 76.0
Shows the model's parformance on
RaceDesc ~  daiapaints grouped by each value of ine
T selected fealurs.
»  Other 124 1 - 05 & 0.0 28.2 718
Slice by {secondary) L2
<none> -
2 B ———— 05 = 32 250 718
Fairness ~
o » Black 122 1 — 05 # 0.0 23.8 76.2
Apply an optimization strategy >
Select a strategy to automatically set classification thresholds, based
on the set cost ratio and data slices. Manually altering thresholds or 2 _ 05 & 4.9 18.9 762
changing cost ratio will revert the strategy to 'custom thresholds".
® Custom thresholds (D) b Asian 17 1 _— 0.5 2 0.0 24.8 75.2
© single threshold ()
- 2 _ e 5.1 18.7 75.2
© Demographic parity () 05 &
© Equal opportunity ()
> White 112 1 —_— 05 = 0.9 28.6 705
O Equal accuracy ()
Q Group thresholds (0 2 05 = 8.0 214 705

v
~

F1

0.06

0.29

0.00

0.29

0.00

0.41

0.06

0.06

0.44


https://tinyurl.com/k63793wp

I@ICompare os resultados

Compare os resultados entre os grupos, particularmente no que
diz respeito a etnia. Determine se candidatos igualmente
gualificados de diferentes origens étnicas recebem tratamento
desigual. Reflita sobre como isso reflete padrées conhecidos de
discriminac¢do na contratacao.

Ll Reflita sobre as implicagdes éticas

Discuta se e como o modelo reflete ou reforga o preconceito
social. Avalie a eficacia das intervengdes conscientes da
equidade. Considere implicagdes éticas mais amplas para o uso
da IA no recrutamento e gestao de talentos.

+« 05 Conclusido

Esta simulagao ilustra como os modelos de aprendizagem
automatica, se nao forem verificados, podem incorporar e
reproduzir  preconceitos  histéricos nos  processos
automatizados de recrutamento. Embora o conjunto de

dados utilizado seja sintético e o modelo intencionalmente
simplificado, as conclusdes refletem preocupacdes do mundo
real em torno da equidade na contratacao, particularmente
no que diz respeito as disparidades de género e étnicas.

Os resultados revelam inconsisténcias significativas precisdo corresponde a uma taxa mais baixa de
na precisdo preditiva entre grupos demograficos. falsos negativos, o que significa que as
Especificamente, a precisdo das previsdes de candidaturas de mulheres negras s3ao mais
rejeicio de recrutamento é notavelmente maior frequentemente e corretamente classificadas
para mulheres negras. Neste contexto, maior como rejeigdes.




Resumo dos resultados

Precisdo na previsdo de decisées de rejeicdo de recrutamento — ou seja, verdadeiros
«negativos» (%)

Brancos

Isso sugere que o modelo “recomenda” de forma
desproporcional a rejeicdio de candidatos desse
grupo, quando comparado com os de outros
grupos, destacando um viés preocupante no
processo de tomada de decisdo do algoritmo.

Essas descobertas reacendem discussdes criticas
sobre pontos cegos na contratacdo algoritmica,
particularmente as maneiras pelas quais as
desigualdades estruturais sdo codificadas nos
dados de treino e, subsequentemente, aprendidas
pelos sistemas de IA. A observacdo de que a
precisao preditiva varia entre grupos
marginalizados — e mesmo dentro de categorias
protegidas — ressalta a complexidade de avaliar a
justica: maior precisao nao indica necessariamente
resultados mais equitativos.

MULHERES

Ao aplicar métricas de justica e examinar os
resultados ao nivel do grupo, os estudantes sao
convidados a envolver-se criticamente com as
dimensdes sociotécnicas do preconceito
algoritmico. Este exercicio ndo sé proporciona
experiéncia pratica com técnicas de detecdo e
mitigacdo de preconceitos, como também enfatiza
a responsabilidade ética dos programadores e
analistas na concecdao de sistemas de IA justos e
responsaveis. No contexto da gestdo de recursos
humanos, a justica ndo é apenas uma questdo
legal ou de reputagdo — é uma obrigacao ética
fundamental.
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https://www.youtube.com/@CiEGateway
https://www.linkedin.com/company/cooperation-in-education-gateway
https://www.instagram.com/cie.gateway?igsh=dzNxYnl3OGpnbmpn
https://www.instagram.com/cie.gateway?igsh=dzNxYnl3OGpnbmpn
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