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Rodzaj OER

Cwiczenie scenariuszowe

wymiaru sprawiedliwosci w sprawach karnych

Oczekiwane efekty ksztatcenia

« Swiadomo$¢ stronniczoéci w prognozach algorytméw uczenia
maszynowego \ 4
* Wykrywanie stronniczosci w prognozach
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Podejscie

Uczenie maszynowe
System wymiaru sprawiedliwos
sprawach karnych

Nauka oparta na
przypadkach

..................... 0 2 Wp rowadzenie .

m W szczegdlnosci dotyczy to stronniczosci algorytmu uczenia maszynowego COMPAS stosowanego
w amerykanskim systemie wymiaru sprawiedliwos$ci w sprawach karnych.

Algorytm uczenia maszynowego COMPAS oblicza wynik ryzyka, ktéry pomaga sedziemu podjgc
decyzje o areszcie przedprocesowym i ustaleniu kaucji.

m Sedzia podejmuje decyzje na podstawie oceny ryzyka, ze zwolniony oskarzony nie stawi sie na
rozprawie lub wyrzadzi szkode spoteczeristwu (recydywa).

m Algorytm COMPAS oblicza wynik ryzyka, ktéry mierzy ryzyko ponownego popetnienia przestepstwa
przez oskarzonego (prognoza recydywy).

Wynik ryzyka jest wykorzystywany przez sedziego do podjecia decyzji o areszcie przedprocesowym
i kaucji.

ProPublica

opublikowata na temat stronniczosci algorytmu COMPAS.

02 Dane z COMPAS zostaty réwniez uzyskane i opublikowane przez ProPublica.



https://www.propublica.org/
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

» 03 Prezentacja narzedzi

To ¢wiczenie Jezyka programowania Python;
scenariuszowe
Wwymaga znajoOmosci: Oprogramowania Jupyter notebook.

* Do wykonania tego scenariusza potrzebny jest
réwniez komputer z zainstalowanym jezykiem
Python i oprogramowaniem Jupyter.

* Oprocz wbudowanych modutéw jezyka Python
wymagane sg rowniez biblioteki pandas, NumPy,
Matplotlib i scikit-learn.

W tym scenariuszu wykorzystano tresci opracowane przez NOS (portugalskiego
operatora telekomunikacyjnego), ktére sg publicznie dostepne na platformie
programistycznej GitHub.

W tym scenariuszu ¢wiczeniowym wykorzystamy tresci modutu SLU17 — Etyka i
uczciwosc.

Modut ten jest czescig kursu NOS ,Wprowadzenie do nauki o danych”.

Kurs ten jest z kolei czescig wiekszej sciezki edukacyjnej FAAST Advance Data Science.

WSszystkie te materiaty sg wykorzystywane przez NOS do szkolenia nowych
pracownikow, ale sg publicznie dostepne na GitHub.

Ponadto wszystkie publiczne repozytoria NOS mozna obejrze¢ na gtdwnej stronie
GitHub.

Wszystkie pliki wymagane do wykonania tego scenariusza znajdujg sie w folderze
»oer_files”.

Nie ma wiec potrzeby pobierania zadnych plikdw ze strony GitHub dla modutu SLU17
— Etyka i uczciwosc.

Wszystkie te pliki sg juz dostepne w folderze ,,0er_files”.
Oczywiscie wszelkie zastugi za te pliki nalezg sie NOS.

Zwracamy uwage, ze istniejg niewielkie réznice miedzy kilkoma plikami w folderze
»oer_files” a odpowiadajgcymi im plikami w serwisie GitHub.

W dostarczonym pliku ,README.md” usunelismy link do pliku Google Docs, ktdry jest
dostepny tylko dla pracownikéw NOS. Jednak plik ten nie jest wymagany do
wykonania scenariusza ¢wiczenia.



https://www.nos.pt/en/welcome
https://github.com/LDSSA/batch5-students/tree/main/S01 - Bootcamp and Binary Classification/SLU17 - Ethics and Fairness
https://github.com/nosportugal/faast-data-science/tree/main/courses/intro_to_data_science
https://github.com/nosportugal/faast-data-science
https://github.com/nosportugal
https://github.com/LDSSA/batch5-students/tree/main/S01 - Bootcamp and Binary Classification/SLU17 - Ethics and Fairness

W nliku _Fxercise notehnok.invnh
wprowadziliSmy nastepujgce zmiany

m Pierwsza komdrka kodu zostata udostepniona do edycji, a wywotanie
przestarzatego stylu Matplotlib zostato usuniete;

Dodalismy komodrke kodu tuz ponizej obliczerh FPR dla czarnych oskarzonych,
wyswietlajgca ,fpr_b”, aby bytfa identyczna z tym, co zostato zrobione powyzej w
przypadku biatych oskarzonych;

m Ostatnia komodrka kodu byta pusta i jako taka zostata usunieta.

Folder ,oer files” zawiera réwniez plik, ktory nie jest
obecny na stronie GitHub. Jest to plik , Exercise notebook
solved.ipynb”. Dla wygody i w celach
informacyjnych plik ten zawiera kod / rozwigzania
wszystkich  ¢wiczen zawartych w  pliku ,Exercise
notebook.ipynb”.
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- 04 Cwiczenia praktyczne

Toan nntatnj 1 1 -9
Pierwszym krokiem dotyezace nik obejmuje podstawowe pojecia

jest przeczytanie
zawartosci notatnika elementy systemu uczenia sig

,Learning
notebook.ipynb”. domysIna prywatnos¢ oraz

stronniczosci sprawiedliwosé.

* Nastepnie c¢wiczenie scenariuszowe polega na
wykonaniu ¢wiczen zawartych w notatniku
»Notatnik ¢wiczen.ipynb”.

* Notatnik ten rozpoczyna sie od podstawowego
opisu sytuacji: stronniczosci w ocenach ryzyka
obliczanych przez algorytm COMPAS stosowany w
amerykanskim systemie wymiaru sprawiedliwosci
w sprawach karnych.

* W celu uzyskania dalszych informacji zeszyt
zawiera linki do ksigzki na temat sprawiedliwosci i
uczenia maszynowego oraz do artykutu ProPublica
na temat stronniczoSci maszyn w orzekaniu
karnym.

I i

» Cwiczenie 1 polega na wykresleniu rozktadéw dla wyniku ryzyka obliczonego przez
algorytm COMPAS.

* Celem jest wykreslenie ogdlnego rozktadu, a takze rozktadéw wedtug rasy.

* W szczegdlnosci nalezy wykresli¢ rozktady wynikéw ryzyka zaréwno dla oskarzonych rasy
biatej, jak i czarne;.

|° Cwiczenie 2 polega na wykre$leniu rozktadéw wynikéw ryzyka uzyskanych przez klase
pozytywna (recydywistow).

* Celem jest wykreslenie ogdlnego rozktadu, a takze rozktadéw wedtug rasy.

* Ponownie nalezy przedstawié rozktady wynikéw ryzyka zaréwno dla biatych, jak i

czarnych (recydywistow) oskarzonych.

| « Cwiczenie 3 dotyczy oskarzonych, ktérzy zostali sklasyfikowani jako osoby o wysokim
ryzyku recydywy (tj. mieli wysokg wartos¢ wyniku ryzyka).
* Celem jest obliczenie wskaznika fatszywych alarméw (FPR) dla tych oskarzonych
wysokiego ryzyka.
* Wskaznik FPR nalezy obliczy¢ zaréwno dla oskarzonych rasy biatej, jak i czarnej
(wysokiego ryzyka).



https://fairmlbook.org/pdf/fairmlbook.pdf
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Wskaznik FPR jest rowniez znany jako wskaznik fatszywych
alarmow lub prawdopodobienstwo fatszywego alarmu.
Wskaznik FPR zostat opisany w notatniku. Jednakze, poniewaz
jest to kluczowy wskaznik i klucz do zrozumienia tendencyjnosci
w tym scenariuszu cwiczeniowym, bardziej szczegdtowe
wyjasnienie wskaznika FPR znajduje sie rowniez tutaj.

. \?('mélczynnik FPR oblicza sie

FP+TN N

FP to liczba wynikow fatszywie pozytywnych, czyli w naszym przypadku liczba
rzeczywistych osdb niebedgcych recydywistami, ktére zostaty btednie sklasyfikowane
jako recydywisci;

TN to liczba prawdziwych wynikéw negatywnych, czyli w naszym przypadku liczba
rzeczywistych osdb niebedacych recydywistami, ktére zostaty prawidtowo
sklasyfikowane jako osoby niebedgce recydywistami;

N to catkowita liczba wynikdw negatywnych w rzeczywistosci, czyli w naszym przypadku
catkowita liczba osdb, ktére faktycznie nie sg recydywistami.

>

W zwigzku z tym FPR jest wskaznikiem rzeczywistych wynikéw
negatywnych, ktore zostaty btednie sklasyfikowane jako pozytywne.

W naszym kontekscie FPR to odsetek rzeczywistych osdb, ktére nie
popetnity ponownego przestepstwa, a zostaty btednie sklasyfikowane jako
recydywisci.

Wyzsze wartosci sg zatem mniej pozgdane, poniewaz wyzszy wskaznik FPR
oznacza, ze wieksza cze$¢ rzeczywistych oséb niebedgcych recydywistami
zostata btednie sklasyfikowana jako recydywisci.

Jak wspomniano, celem jest napisanie kodu do wykonania wszystkich
¢wiczen zawartych w notatniku ,,Exercise notebook.ipynb”.

Jak wspomniano wczesniej, dla wygody i w celach informacyjnych
udostepniamy rowniez notatnik, ktory jest juz wypetniony odpowiednim
kodem (,Exercise notebook solved.ipynb”).
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To ¢wiczenie scenariuszowe pokazuje, ze prognozy algorytmow' =
uczenia maszynowego moga byc¢ stronnicze. Wyraznie wida¢ to na
przyktadzie wyraznej réznicy w odsetku wynikow fatszywie —_

pozytywnych miedzy oskarzonymi rasy biatej i czarnej. Stronniczo$é¢ *
algorytméow moze wiec mieé powazny wptyw na osoby lub grupy, =
ktorych dotycza decyzje oparte na tych algorytmach. :
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