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....................... « 01 Resumo

Tino de Recurso de
Aprendizagem Online

Exercicio com base em cenario

Objetivo/Finalidade &

Andlise do viés num algoritmo de aprendizagem automadtica para o sistema de justica
criminal

* Consciéncia do viés nas previsdes dos algoritmos de :
aprendizagem automdtica v
* Detecdo de preconceitos / vieses nas previsoes :

Palavras-
chave

Viés

Sugerida:

Equidade
Aprendizagem automatica
Sistema de justiga criminal

Aprendizagem baseada em
casos

....................... » 02 Introducdo

De forma especifica, este exercicio aborda o viés no algoritmo de aprendizagem automatica
COMPAS utilizado no sistema de justica criminal dos Estados Unidos.

m O algoritmo de aprendizagem automatica COMPAS calcula uma pontuacao de risco que é utilizada
para ajudar o juiz a decidir sobre a prisdo preventiva e a definicdo da fianca.

O juiz decide com base na sua avaliacdo do risco de um arguido libertado ndo comparecer no
julgamento ou causar danos ao publico (reincidéncia).

O algoritmo COMPAS calcula uma pontuagao de risco, que mede o risco de um arguido reincidir
(previsao de reincidéncia).

m Essa pontuacdo de risco é utilizada para ajudar o juiz a tomar decisdes sobre a prisdo preventiva e
a fianca.

ProPublica.



https://www.propublica.org/
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

....................... .03 Apresentagﬁo das
ferramentas

Este exercicio com A linguagem de programacao Python;

base em cenario
requer conhecimentos (1A O software Jupyter notebook.

sobre:

*  Um computador com Python e Jupyter é também
necessario para este exercicio com base em
cenario.

* Além dos médulos Python basicos / integrados,
sao também necessarias as bibliotecas pandas,
NumPy, Matplotlib e scikit-learn.

Este exercicio com base em cendrio utiliza contelddos que foram desenvolvidos pela N
(uma operadora de telecomunicagdes portuguesa), mas que estdo disponiveis

publicamente na plataforma de desenvolvimento GitHub.

Mais especificamente, neste exercicio com base em cenario, utilizaremos o conteudo
do mddulo SLU17 — Ethics and Fairness.

Este mddulo faz parte do curso Intro to Data Science da NOS.

Por sua vez, este curso faz parte do percurso de aprendizagem mais amplo FAAST
Advance Data Science.

Todos estes conteudos sao utilizados pela NOS para integrar novos funcionarios, mas
estdo disponiveis publicamente no GitHub.

Além disso, é possivel ver todos os repositdrios publicos da NOS na sua pdagina
principal do GitHub.

Todos os ficheiros necessarios para este exercicio de cendrio sao fornecidos na pasta
«oer_files».

Portanto, ndo hd necessidade de descarregar nenhum ficheiro da pdgina do GitHub
correspondente ao mdédulo SLU17 — Ethics and Fairness .

De facto, todos esses ficheiros ja estdao disponiveis na pasta “oer_files”.
Naturalmente, todo o crédito desses ficheiros pertence a NOS.

Existem algumas diferengas minimas entre alguns ficheiros na pasta «oer_files» e os
ficheiros correspondentes no GitHub.

No ficheiro «cREADME.md» fornecido, foi eliminada uma ligacdo para um ficheiro do
Google Docs que esta disponivel apenas para os funcionarios da NOS. No entanto,
este ficheiro ndao é necessario para este exercicio com base em cendrio.



https://www.nos.pt/en/welcome
https://www.nos.pt/en/welcome
https://github.com/LDSSA/batch5-students/tree/main/S01%20-%20Bootcamp%20and%20Binary%20Classification/SLU17%20-%20Ethics%20and%20Fairness
https://github.com/nosportugal/faast-data-science/tree/main/courses/intro_to_data_science
https://github.com/nosportugal/faast-data-science/tree/main/courses/intro_to_data_science
https://github.com/nosportugal/faast-data-science
https://github.com/nosportugal/faast-data-science
https://github.com/nosportugal/faast-data-science
https://github.com/nosportugal
https://github.com/LDSSA/batch5-students/tree/main/S01%20-%20Bootcamp%20and%20Binary%20Classification/SLU17%20-%20Ethics%20and%20Fairness
https://github.com/LDSSA/batch5-students/tree/main/S01%20-%20Bootcamp%20and%20Binary%20Classification/SLU17%20-%20Ethics%20and%20Fairness

No ficheiro «Exercise notebook.ipynb

foram feitas as seguintes alteragoes

ml A primeira célula de cddigo foi tornada editavel e uma linha de cédigo que remetia
para um estilo Matplotlib obsoleto foi eliminada;

@IFOl adicionada uma célula de cddigo logo abaixo do calculo da FPR para réus negros,
na qual é feito o output de «fpr_b», para torna-la idéntica ao que é feito acima no
caso de réus brancos;

EEI A Ultima célula de cddigo estava vazia e, como tal, foi eliminada.

A pasta “oer_files” também inclui um ficheiro
gue nao esta incluido na pagina GitHub,
nomeadamente o ficheiro “Exercise notebook
solved.ipynb”. Por conveniéncia e referéncia,
este ficheiro contém o cédigo/solugdes para
todos os exercicios no ficheiro “Exercise
notebook.ipynb”.




O primeiro passo é ler

o conteudo do
ficheiro “Learning
notebook.ipynb”.

* Em seguida, deverao ser feitos os exercicios no
ficheiro “Exercise notebook.ipynb”.

* Este ficheiro comega com uma descrigao basica do
cenario: viés nas pontuacgdes de risco calculadas
pelo algoritmo COMPAS usado no sistema de
justica criminal dos EUA.

* Para referéncia adicional, o caderno tem links para
um livro sobre justica e aprendizagem automatica
e para o artigo da ProPublica sobre enviesamento
de algoritmos de aprendizagem automatica na
determinagao de penas criminais.

* O exercicio 1 consiste em desenhar distribuicdes para a pontuacgao de risco calculada pelo
algoritmo COMPAS.

* O objetivo é desenhar a distribuicao geral, bem como as distribui¢des por raga.

* Em particular, devem ser representadas as distribuicdes da pontuacdo de risco para réus
brancos e negros.

* O exercicio 2 consiste em desenhar distribui¢cdes para as pontuagdes de risco
atribuidas a classe positiva (reincidentes).

* O objetivo é desenhar a distribui¢ao geral, bem como as distribui¢des por raga.

* Mais uma vez, as distribuicdes da pontuagdo de risco para réus reincidentes, brancos
e negros, devem ser desenhadas.

* O exercicio 3 considera os réus que foram classificados como de alto risco de
reincidéncia (ou seja, que tiveram um valor alto na pontuacdo de risco).

* O objetivo é calcular a Taxa de Falsos Positivos (FPR) para esses réus de alto risco.

* A FPR deve ser calculada para réus de alto risco, tanto brancos quanto negros.



https://fairmlbook.org/pdf/fairmlbook.pdf
https://fairmlbook.org/pdf/fairmlbook.pdf
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

A FPR (taxa de falsos positivos) também é
conhecida como taxa de falsos alarmes ou
probabilidade de falsos alarmes. A FPR é descrita
no ficheiro. No entanto, como se trata de uma
medida crucial e fundamental para compreender o

Viés neste exercicio com base em cenario,
fornecemos também aqui uma explicagdao mais

FP FP
FP+TN N

m FP é o numero de falsos positivos, ou seja, no nosso caso, o numero de ndo reincidentes
reais que foram incorretamente classificados como reincidentes;

FPR =

TN é o nimero de verdadeiros negativos, ou seja, no nosso caso, o numero de nao
reincidentes reais que foram corretamente classificados como ndo reincidentes;

m N é o numero total de negativos reais, ou seja, no Nosso caso, 0 numero total de ndo
reincidentes reais.

Portanto, a FPR é a taxa dos negativos reais que foram incorretamente
classificados como positivos.

No nosso contexto, a FPR é a taxa de ndo reincidentes reais que foram
incorretamente classificados como reincidentes.

Valores mais altos sdo, portanto, mais indesejaveis, uma vez que uma FPR
mais alta significa que uma proporcao maior de ndo reincidentes reais foi
incorretamente classificada como reincidente.

Como mencionado, o objetivo é escrever o cddigo para fazer todos os
exercicios no ficheiro “Exercise notebook.ipynb”.

Como mencionado anteriormente, por conveniéncia e referéncia, também é
fornecido um ficheiro que ja estd preenchido com o cédigo apropriado
(“Exercise notebook solved.ipynb”).




....................... o 05 Conclusoes -E

Este exercicio com base em cenario mostra que as
previsoes dos algoritmos de aprendizagem automatica
podem ser enviesadas. Tal é claramente demonstrado

pela diferenca significativa nas taxas de falsos positivos
entre réus brancos e negros. Portanto, o enviesamento
nos algoritmos pode ter um grande impacto nas pessoas
ou grupos afetados pelas decisdes influenciadas por
esses algoritmos.

....................... e 06 Referéncias

Fairness and Machine Learning — Book
ProPublica Article on Machine Bias in Criminal Sentencing
NOS Ethics and Fairness Learning Unit on GitHub

NOS Intro to Data Science Course on GitHub

NOS FAAST Learning Path on GitHub
Main NOS Page on GitHub



https://fairmlbook.org/pdf/fairmlbook.pdf
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://github.com/LDSSA/batch5-students/tree/main/S01%20-%20Bootcamp%20and%20Binary%20Classification/SLU17%20-%20Ethics%20and%20Fairness
https://github.com/nosportugal/faast-data-science/tree/main/courses/intro_to_data_science
https://github.com/nosportugal/faast-data-science
https://github.com/nosportugal
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https://www.youtube.com/@CiEGateway
https://www.linkedin.com/company/cooperation-in-education-gateway
https://www.instagram.com/cie.gateway?igsh=dzNxYnl3OGpnbmpn
https://www.instagram.com/cie.gateway?igsh=dzNxYnl3OGpnbmpn
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