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Diretrizes sobre como criar

um sistema de recomendação justo



Analisando a procura com IA

Este REA (Recurso Educacional Aberto – Online Educational Resource
(OER)) é um estudo de caso ampliado que fornece diretrizes
abrangentes sobre a criação de sistemas de recomendação justos.
Este estudo de caso investiga os desafios éticos e as possíveis
soluções associadas às recomendações algorítmicas, com forte foco
na garantia de justiça, inclusão e responsabilidade.

Ao envolverem-se com este estudo de caso, os alunos serão capazes de:

01. Identificar e analisar várias fontes potenciais de viés em algoritmos de recomendação, 
incluindo viéses relacionados a dados, algoritmos e interação do utilizador;

02. Avaliar o impacto multifacetado de diferentes escolhas algorítmicas na equidade e 
inclusão, considerando diversas perspetivas e partes interessadas;

03. Conceber e implementar estratégias eficazes para mitigar o preconceito, promover a 
equidade e  aumentar a transparência nos sistemas de recomendação;

04. Avaliar criticamente as implicações éticas e sociais dos sistemas de recomendação 
em diferentes contextos.

O objetivo deste estudo de caso é fornecer diretrizes detalhadas sobre como desenvolver 
sistemas de recomendação justos que atenuem impactos negativos, como preconceito, 
discriminação e exclusão. O objetivo é equipar estudantes e profissionais com uma 
compreensão profunda da importância da justiça e da inclusão no design algorítmico e 
oferecer estratégias viáveis para criar sistemas de recomendação mais equitativos e 
responsáveis.

Objetivo/Finalidade
.

Resultados de aprendizagem esperados:
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ESTUDO DE 
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Os sistemas de recomendação tornaram-se parte integrante das
operações de inúmeras empresas, impulsionando o envolvimento
dos utilizadores, personalizando experiências e facilitando a tomada
de decisões. Partindo de plataformas de comércio eletrónico que
sugerem produtos até redes sociais que selecionam feeds de
conteúdo, esses sistemas desempenham um papel crucial na
definição de como os utilizadores interagem com informações e
serviços digitais.

A “Fairness First Recommendations” é uma empresa hipotética que surgiu como uma força pioneira no campo
dos sistemas de recomendação, com uma missão central centrada no design, desenvolvimento e
implementação éticos de tecnologias de recomendação baseadas em IA. A empresa foi fundada com base na
convicção de que os sistemas de recomendação devem ser não só precisos e eficientes, mas também justos,
imparciais e alinhados com princípios éticos fundamentais.

A “Fairness First Recommendations” prevê um futuro em que os sistemas de recomendação capacitem os
indivíduos, promovam a inclusão e contribuam para uma sociedade mais justa e equitativa. Para alcançar essa
visão, a empresa dedica-se a promover a investigação, desenvolver soluções inovadoras e fomentar a
colaboração entre pesquisadores, profissionais e policy makers. O compromisso da empresa com a IA ética está
incorporado na sua cultura organizacional, orientando as suas decisões estratégicas e processos de
desenvolvimento de produtos. A “Fairness First Recommendations” esforça-se por ser uma líder inovadora na
área, moldando os padrões da indústria e promovendo as melhores práticas para o desenvolvimento de
sistemas de recomendação responsáveis.

Introdução

3

Este estudo de caso foi concebido para a aprendizagem baseada em problemas, incentivando os 
alunos a envolverem-se ativamente com o material e a desenvolverem soluções para problemas 
complexos do mundo real. Os instrutores devem facilitar discussões aprofundadas, atividades 
interativas e projetos colaborativos que promovam o pensamento crítico, o raciocínio ético e a 
aplicação prática de diretrizes de equidade em vários contextos. Os alunos serão incentivados a 
explorar estudos de caso, analisar algoritmos e propor soluções inovadoras.

Algoritmos de recomendação, equidade, preconceito, inclusão, design 
algorítmico, IA ética, IA responsável, transparência, responsabilidade, 

ética de dados

Palavras-chave.

Abordagem metodológica sugerida.



O setor de sistemas de recomendação está a passar por um rápido 
crescimento, impulsionado pela crescente disponibilidade de 
dados e pelos avanços na inteligência artificial. Empresas de vários 
setores — incluindo comércio eletrónico, entretenimento, redes 
sociais e finanças — estão a aproveitar os sistemas de 
recomendação para melhorar a experiência do utilizador, 
impulsionar as vendas e melhorar a tomada de decisões. À medida 
que esses sistemas se tornam mais difundidos, a procura por 
justiça e considerações éticas também cresceu, criando 
oportunidades e desafios para as empresas que operam neste 
espaço.

Setor e concorrência

4

A «Fairness First
Recommendations» 
opera num cenário 
dinâmico e 
competitivo, com 
vários intervenientes 
e tendências 
importantes a 
moldar o setor:

01. Grandes empresas de tecnologia:
Empresas como Amazon, Google, Meta e Netflix desenvolveram sistemas 
de recomendação sofisticados que atendem milhões de utilizadores 
diariamente. Frequentemente, esses sistemas são profundamente 
integrados nos seus modelos de negócios principais, impulsionando 
recomendações de produtos, personalização de conteúdo e segmentação 
de anúncios. Embora estas empresas tenham feito avanços significativos na 
melhoria da precisão e eficiência dos seus sistemas de recomendação, 
também foram levantadas preocupações sobre justiça e parcialidade. Estes 
grandes intervenientes possuem vastos recursos e dados, o que lhes 
confere uma vantagem competitiva no desenvolvimento e implementação 
de sistemas de recomendação avançados. No entanto, também enfrentam 
um escrutínio crescente em relação às implicações éticas dos seus 
algoritmos.

02. Empresas especializadas em IA: 
Um número crescente de empresas de IA tem-se especializado no 
desenvolvimento e na implantação de sistemas de recomendação para 
setores ou aplicações específicos. Essas empresas geralmente concentram-
se em fornecer soluções personalizadas e algoritmos avançados para 
atender às necessidades exclusivas dos clientes. Algumas dessas empresas 
começam a incorporar considerações de imparcialidade nas suas ofertas, 
reconhecendo a importância crescente da IA ética. Essas empresas 
especializadas geralmente diferenciam-se por oferecerem conhecimentos 
especializados e soluções personalizadas, atendendo a clientes com 
requisitos específicos e uma forte ênfase em considerações éticas.

03. Plataformas de código aberto:
Plataformas e bibliotecas de código aberto – como TensorFlow, PyTorch e 
Apache Mahout – fornecem aos programadores as ferramentas e 
estruturas para construir os seus próprios sistemas de recomendação. Isso 
reduziu a barreira de entrada e fomentou a inovação na área. A 
comunidade de código aberto também está a pesquisar e desenvolver 
ativamente algoritmos e ferramentas que têm em consideração a equidade, 
contribuindo para o avanço da IA ética. A acessibilidade e a natureza 
colaborativa das plataformas de código aberto democratizaram o 
desenvolvimento de sistemas de recomendação, capacitando uma gama 
mais ampla de programadores e investigadores a contribuir para o campo.
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A Fairness First
Recommendations
opera num cenário 
dinâmico e 
competitivo, com 
vários intervenientes 
e tendências 
importantes a 
moldar o setor:

04. Tendências emergentes 

O setor de sistemas de recomendação está em constante evolução, 
com várias tendências emergentes a moldar o seu futuro, 
nomeadamente:

• Justiça e ética: Há um foco crescente no desenvolvimento de 
sistemas de recomendação justos e imparciais que atenuem a 
discriminação e promovam a inclusão. Esta tendência é 
impulsionada pela crescente conscientização entre investigadores, 
profissionais e formuladores de políticas sobre os danos potenciais 
de sistemas de IA injustos. Órgãos de regulação e grupos de 
defesa também estão a desempenhar um papel crucial na 
promoção de maior responsabilidade e considerações éticas no 
desenvolvimento e na implantação de sistemas de recomendação.

• Transparência e explicabilidade: Os utilizadores e reguladores 
estão a exigir maior transparência e explicabilidade sobre como os 
sistemas de recomendação funcionam, levando ao 
desenvolvimento de técnicas para tornar as recomendações mais 
compreensíveis. Esta tendência visa aumentar a confiança do 
utilizador e permitir a responsabilização pelas decisões 
algorítmicas. A IA explicável (XAI) está a tornar-se uma área de 
investigação cada vez mais importante, com o objetivo de 
desenvolver métodos que permitam aos seres humanos 
compreender e interpretar as decisões tomadas pelos sistemas de 
IA.

• Personalização e consciência do contexto: Os sistemas de 
recomendação estão a tornar-se cada vez mais personalizados e 
conscientes do contexto, adaptando as recomendações às 
preferências individuais dos utilizadores e ao contexto específico 
em que interagem com o sistema. Esta tendência levanta novos 
desafios para a equidade, uma vez que as recomendações 
personalizadas podem inadvertidamente amplificar os 
preconceitos existentes ou criar “bolhas de filtro”. Equilibrar a 
personalização com a equidade requer uma consideração 
cuidadosa do design algorítmico e das métricas de avaliação.

• Considerações de múltiplas partes interessadas: Os sistemas de 
recomendação estão a ser concebidos para considerar as 
necessidades e perspetivas de múltiplas partes interessadas, 
incluindo utilizadores, fornecedores de conteúdo e a sociedade 
como um todo. Esta tendência reconhece que a equidade não é 
apenas uma questão técnica, mas também social e ética, exigindo 
uma abordagem holística que equilibre interesses concorrentes. 
Isso impõe o envolvimento de diversas partes interessadas e a 
incorporação do seu feedback no processo de conceção e 
desenvolvimento.

O panorama competitivo é ainda 
mais moldado por fatores como 
regulamentos de privacidade de 

dados, que afetam a forma como 
os dados dos utilizadores podem ser 

recolhidos e usados para treinar 
sistemas de recomendação, e a 

crescente disponibilidade de poder 
computacional, que permite o 

desenvolvimento de algoritmos 
mais complexos e sofisticados.



A situação atual da empresa

A Fairness First Recommendations distingue-se dos concorrentes 
pelo seu compromisso inabalável com a IA ética e pelo seu foco no 
desenvolvimento de sistemas de recomendação que priorizam a 
equidade, a transparência e a responsabilidade. A missão desta 
empresa hipotética é capacitar as organizações para construir 
sistemas de IA responsáveis que beneficiem tanto os utilizadores 
como a sociedade.

Soluções de negociação algorítmica.
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As principais ofertas 
da empresa incluem:

01. Ferramentas de avaliação da equidade:
Conjunto de ferramentas e metodologias para avaliar a equidade 
dos sistemas de recomendação existentes, identificar potenciais 
fontes de preconceito e medir o impacto de diferentes escolhas 
algorítmicas em vários grupos de utilizadores. 

Estas ferramentas permitem às organizações obter uma 
compreensão mais profunda das implicações de equidade dos seus 
sistemas de recomendação e tomar decisões informadas sobre 
como mitigar o preconceito. As ferramentas são concebidas para 
serem fáceis de utilizar e adaptáveis a diferentes tipos de sistemas 
de recomendação e domínios de aplicação.

02. Algoritmos conscientes da equidade: 
Biblioteca de algoritmos de recomendação avançados que 
incorporam restrições e objetivos de equidade, com o objetivo de 
otimizar tanto a precisão quanto a equidade. 

Esses algoritmos vão além das técnicas tradicionais de 
recomendação, abordando explicitamente as questões de 
equidade e se esforçando para fornecer recomendações 
equitativas a todos os utilizadores. A equipa de investigação da 
empresa desenvolve e refina continuamente esses algoritmos, 
mantendo-se na vanguarda dos últimos avanços em IA equitativa.

03. Sistemas de recomendação explicáveis: 
Técnicas para tornar as recomendações mais transparentes e 
compreensíveis para os utilizadores, fornecendo explicações sobre 
por que itens específicos foram recomendados e destacando os 
fatores que influenciaram o processo de tomada de decisão do 
sistema. 

Essas técnicas aumentam a confiança do utilizador e permitem a 
responsabilização, esclarecendo o funcionamento interno dos 
sistemas de recomendação. A empresa oferece uma variedade de 
métodos de explicabilidade, adaptados às diferentes necessidades 
dos utilizadores e capacidades técnicas.
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As principais ofertas 
da empresa incluem:

04. Serviços de consultoria e formação: 
Orientação especializada e programas de formação para ajudar as 
organizações a desenvolver e implementar sistemas de 
recomendação justos e éticos, abrangendo tópicos como ética de 
dados, viés algorítmico e práticas responsáveis de IA. Esses serviços 
equipam as organizações com o conhecimento e as habilidades 
necessárias para construir e manter sistemas de IA justos, 
promovendo uma cultura de desenvolvimento ético de IA. Os 
consultores da empresa têm ampla experiência na área de IA ética, 
fornecendo aos clientes conselhos práticos e estratégias viáveis.

A “Fairness First Recommendations” alcançou um sucesso significativo na sensibilização para a importância
da equidade nos sistemas de recomendação e no fornecimento às organizações das ferramentas e
conhecimentos necessários para desenvolver soluções de IA mais éticas. A empresa tem trabalhado com
clientes de vários setores, ajudando-os a identificar e mitigar o viés nos seus sistemas de recomendação,
melhorar a confiança dos utilizadores e reforçar a sua reputação como adotantes responsáveis de IA. O
sucesso da empresa é impulsionado pelo seu forte compromisso com a investigação e a inovação, pela sua
profunda compreensão dos desafios éticos da IA e pela sua capacidade de traduzir conceitos complexos em
soluções práticas.

Aspetos-chave a serem analisados

À medida que a «Fairness First Recommendations» continua a expandir o seu alcance e 
impacto, vários aspetos importantes merecem uma análise cuidadosa:

Aspetos-chave

01. Escalabilidade e eficiência: 
Como pode a empresa garantir que as suas ferramentas e algoritmos de avaliação 
da equidade podem ser escalonados para lidar com os enormes conjuntos de 
dados e o tráfego de alto volume dos sistemas de recomendação em grande 
escala? Como pode otimizar a eficiência das suas soluções para minimizar a 
sobrecarga computacional e garantir o desempenho em tempo real? É crucial para 
a empresa servir eficazmente as grandes empresas e permanecer competitiva na 
indústria de IA em rápida evolução. A empresa está a investir em investigação e 
desenvolvimento (I&D) para melhorar a escalabilidade e a eficiência das suas 
soluções, explorando técnicas como computação distribuída, compressão de 
modelos e otimização algorítmica.

02. Adoção e impacto: 
Que estratégias pode a empresa empregar para promover a adoção das suas 
soluções de equidade em diferentes indústrias e organizações? Como pode medir 
e demonstrar eficazmente o impacto positivo do seu trabalho na promoção da 
equidade, na redução do preconceito e no aumento da confiança dos utilizadores? 
O desenvolvimento de estratégias eficazes de marketing e divulgação, bem como 
o estabelecimento de parcerias com os principais intervenientes da indústria, 
serão essenciais para impulsionar a adoção e maximizar o impacto da empresa. A 
empresa está a envolver-se ativamente com associações do setor, decisores 
políticos e grupos de defesa para aumentar a sensibilização sobre a importância 
da IA ética e promover a adoção das suas soluções.
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Aspetos-chave

03. Panorama competitivo: 
Como pode a empresa manter a sua vantagem competitiva no setor de sistemas 
de recomendação, que está em rápida evolução? Como pode diferenciar as suas 
ofertas das grandes empresas de tecnologia e das empresas especializadas em 
IA? Como pode aproveitar a sua experiência em IA ética para capturar as 
oportunidades emergentes do mercado? A inovação contínua, as parcerias 
estratégicas e um forte foco nas necessidades dos clientes serão cruciais para 
que a empresa prospere neste ambiente competitivo. A empresa está 
empenhada em permanecer na vanguarda da investigação sobre equidade e em 
desenvolver soluções de ponta que respondam às necessidades em constante 
evolução dos seus clientes.

04. Definições em evolução de equidade: 

A equidade é um conceito complexo e em evolução, com diferentes partes 
interessadas a terem perspetivas e prioridades variadas. A empresa deve 
adaptar continuamente as suas soluções e estratégias para incorporar nova 
investigação, abordar questões éticas emergentes e alinhar-se com os valores 
sociais em evolução. Isso requer um envolvimento contínuo com a comunidade 
de pesquisa, formuladores de políticas e grupos de defesa. Manter-se na 
vanguarda da investigação sobre equidade e participar ativamente na definição 
do panorama ético da IA será crucial para o sucesso e impacto a longo prazo da 
empresa. A empresa participa ativamente em conferências académicas, 
workshops da indústria e discussões políticas para se manter informada sobre os 
últimos desenvolvimentos no campo da IA ética.



Considerações éticas em sistemas de recomendação:

• De que forma podem as «Recomendações com prioridade na equidade» ajudar as 
organizações a navegar pelo complexo panorama ético dos sistemas de recomendação, 
especialmente quando se trata de dados confidenciais dos utilizadores e algoritmos 
potencialmente tendenciosos? Tal envolve fornecer orientações claras, melhores 
práticas e ferramentas para lidar com dilemas éticos e garantir o desenvolvimento 
responsável da IA. A empresa oferece uma variedade de recursos, incluindo white papers, 
estudos de caso e cursos online, para ajudar as organizações a compreender e lidar com 
os desafios éticos dos sistemas de recomendação.

• Quais são as estratégias mais eficazes para mitigar o viés nos sistemas de 
recomendação e de que forma podem essas estratégias ser adaptadas a diferentes 
domínios de aplicação e dados demográficos dos utilizadores? A empresa deve oferecer 
uma variedade de técnicas e algoritmos para mitigação de viés, juntamente com 
recomendações para seu uso apropriado em diferentes contextos. A equipa de 
investigação da empresa avalia e desenvolve continuamente novas técnicas para 
mitigação de viés, adaptando-se ao cenário em evolução da IA.

• Como pode a empresa promover a transparência e a explicabilidade nos sistemas de 
recomendação, capacitando os utilizadores a compreender e contestar recomendações 
que possam ser injustas ou discriminatórias? Será essencial desenvolver ferramentas e 
interfaces fáceis de usar para explicar as recomendações, bem como fornecer 
mecanismos para feedback e reparação dos utilizadores. A empresa está empenhada em 
desenvolver soluções de IA explicáveis que sejam precisas e interpretáveis, aumentando a 
confiança dos utilizadores e permitindo a responsabilização.

Promoção da adoção de soluções justas

• Quais são as principais barreiras à adoção de soluções justas na indústria de sistemas de 
recomendação e de que forma as “Recomendações com Justiça em Primeiro Lugar” 
podem superar esses desafios? Tal requer a compreensão das preocupações e 
prioridades dos clientes potenciais e o desenvolvimento de propostas de valor atraentes 
que demonstrem os benefícios comerciais da IA ética. A empresa realiza estudos de 
mercado e interage com clientes potenciais para compreender suas necessidades e 
preocupações, adaptando suas soluções e mensagens de acordo com elas.

• Como pode a empresa comunicar eficazmente a proposta de valor das suas soluções de 
equidade a potenciais clientes e parceiros, demonstrando os benefícios comerciais da 
IA ética? O desenvolvimento de estratégias eficazes de marketing e comunicação —
incluindo estudos de caso, white papers e eventos do setor — será crucial para aumentar 
a sensibilização e impulsionar a adoção. A empresa participa em conferências do setor e 
publica artigos em revistas científicas de renome para divulgar a sua investigação e 
promover a importância da IA ética.

• Que parcerias e colaborações pode a empresa estabelecer para expandir o seu alcance e 
impacto, bem como para impulsionar a adoção generalizada de sistemas de 
recomendação justos em diferentes setores? Alianças estratégicas com associações do 
setor, instituições de investigação e agências governamentais podem ajudar a empresa a 
amplificar a sua mensagem e promover a importância da IA ética. A empresa procura 
ativamente parcerias com organizações que partilhem o seu compromisso com a IA ética, 
colaborando em projetos de investigação, iniciativas conjuntas e esforços de defesa.

P1.

P2.
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Questões a considerar



Medir e demonstrar o impacto:

• Como as «Recomendações Fairness First» podem desenvolver métricas e 
metodologias robustas para medir o impacto do seu trabalho na promoção da 
equidade e na redução do preconceito nos sistemas de recomendação? Isso envolve o 
desenvolvimento de medidas quantitativas e qualitativas de equidade, bem como 
ferramentas para acompanhar e relatar o impacto das soluções da empresa. A equipa 
de investigação da empresa está a desenvolver métricas e metodologias inovadoras 
para avaliar a equidade dos sistemas de recomendação, indo além das medidas 
tradicionais de precisão.

• Como é que a empresa pode comunicar eficazmente o seu impacto às partes 
interessadas, incluindo clientes, utilizadores, reguladores e o público em geral? Um 
quadro regulatório transparente e acessível sobre o impacto da empresa, juntamente 
com visualizações e narrativas convincentes, será essencial para construir confiança e 
credibilidade. A empresa publica relatórios regulares sobre o seu impacto, destacando 
as principais conquistas e descrevendo os seus esforços contínuos para promover a IA 
ética.

• Que estudos de caso e histórias de sucesso a empresa pode apresentar para 
demonstrar a eficácia das suas soluções e inspirar outras organizações a priorizar a IA 
ética? Destacar os resultados positivos alcançados pelos clientes que adotaram as 
soluções de equidade da empresa pode servir como uma prova poderosa do valor da IA 
ética, bem como incentivar outros a seguirem o exemplo. A empresa desenvolve 
estudos de caso detalhados que mostram a implementação bem-sucedida das suas 
soluções em vários setores, demonstrando os benefícios tangíveis da IA ética.

P3.
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