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STUDIUM
PRZYPADKU:

y

Niniejszy OER jest studium przypadku dotyczacym algorytméw rekomendacyjnych i
baniek informacyjnych oraz ich zwigzku z praktykami rekomendacji algorytmicznych w
reklamie. Studium przypadku dzieli sie zasadniczo na dwie czesci. Po pierwsze,
podkresla role rekomendacji algorytmicznych w ksztattowaniu dystrybucji informaciji i
zwigzane z tym ryzyko dla ogétu spoteczeristwa. W celu wprowadzenia pojecia baniek
informacyjnych analizuje przypadek systemu rekomendacji YouTube, wyjasniajac jego
mechanizm poprzez praktyczne <¢wiczenie polegajace na pordwnaniu réznych
zmiennych. Dyskusje w klasie koncentrujg sie na rekomendacjach tresci YouTube i
zwigzanych z nimi wyzwaniach, a takze mozliwych rozwigzaniach.

W pierwszej czesci studenci sg rowniez zachecani do zastanowienia sie, w jaki sposéb
banki informacyjne i problemy zwigzane z systemami rekomendacji moga odnosic sie do
praktyk reklamowych. Druga czes$¢ przypadku koncentruje sie na rekomendacjach
algorytmicznych stosowanych w reklamie internetowej, wyjasniajac, jak dziatajg tego
typu algorytmy, na przyktadzie serwisu Amazon. Nastepnie przypadek przechodzi do
potencjalnych problemdéw zwigzanych z reklamg algorytmiczng, w tym analizy
przypadku reklam na Facebooku i tego, jak mogg one prowadzi¢ do dyskryminacji.
Studenci sg nastepnie zachecani do poszukiwania i proponowania rozwigzan.

Cel/przeznaczenie

Celem niniejszego studium przypadku jest zilustrowanie, w jaki sposéb algorytmy
rekomendacyjne staty sie istotng czescig sposobu, w jaki konsumujemy informacje i tresci w
naszych spoteczeistwach, a takze zwrdcenie uwagi na problemy i wyzwania wynikajgce z
powszechnego stosowania tej technologii. Nastepnie w studium przypadku przedstawiono
powigzania miedzy algorytmamirekomendacyjnymi w ujeciu ogdélnym a algorytmami
stosowanymi w reklamie internetowej, zwiekszajac Swiadomosc na temat potencjalnie
problematycznych zastosowan i zachecajgc studentéw do poszukiwania potencjalnych
rozwigzan.

Oczekiwane efekty ksztaicnia

Student bedzie potrafit zidentyfikowaé wyzwania etyczne i kwestie regulacyjne
zwigzanych z personalizacjgopartg na sztucznej inteligencji dla ogoétu spoteczenstwa i
powigzac je z praktykami zwigzanymi z reklama.

Student bedzie potrafit ocenié wptyw praktyk personalizacji

na ekosystemy informacyjne.

Student bedzie potrafit zaproponowaé mozliwe rozwigzania majace na celu ztagodzenie
negatywnego algorytmow rekomendacyjnych na nasze spoteczenstwa, ktére beda
priorytetowo traktowac sprawiedliwos¢ i inkluzywnosci.
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Sugerowane podejscie metodologiczne

Niniejszy przypadek najlepiej sprawdza sie jako nauczanie oparte na problemach, w ramach ktérego
instruktorzy powinni poprowadzi¢ dyskusje ze studentami po zapoznaniu ich z koncepcjami i technologia.
Podano tematy do dyskusji i potencjalne obawy, ale instruktorzy powinni zachecaé studentéw do
samodzielnego myslenia i identyfikowania innych potencjalnych obaw, ktére mogg miec. Przypadek
YouTube powinien stuzy¢ jako materiat wprowadzajgcy problem, ktéry mozna powigzaé z konkretnymi
wyzwaniami, a przypadek Tournesol przedstawia mozliwe rozwigzanie. W tym drugim przypadku nalezy
zachecic¢ studentéw do dyskusji na temat skutecznosci rozwigzania oraz do zaproponowania ulepszen,
poprawek, a nawet innych mozliwych rozwigzan.

Stowa kluczowe

Algorytmy rekomendacyjne, banki informacyjne,
Reklama algorytmiczna, umiejetnosé korzystania z informacji i danych,
stronniczos¢

Wprowadzenie -

Algorytmy rekomendacyjne staty sie kluczowym elementem
nowoczesnych platform cyfrowych, wptywajac na wybory konsumentow
w takich sektorach jak handel elektroniczny, rozrywka czy konsumpcja

wiadomosci. Chociaz algorytmy rekomendacyjne poprawiajg komfort
uzytkowania i zwiekszajg zaangazowanie, budza one rowniez powazne
obawy etyczne i prawne zwigzane z prywatnoscig, stronniczoscia,
manipulacjg, a takze dezinformacja i fatszywymi informacjami? .

W odniesieniu do dezinformacji i fatszywych ze banki informacyjne mogg stac sie tak ekstremalne,
informacji algorytmy rekomendacyjne budzg obawy ze mogg nawet doprowadzi¢ niektérych ludzi do
ze wzgledu na to, jak moga wptywaé na zdrowie radykalizacji i ekstremizmu.3
naszych ekosystemoéow informacyjnych, a co za tym
idzie, na samg demokracje. Aby obywatele mogli W niniejszym studium przypadku analizujemy
dokonywaé wiasciwych wyboréw zaréwno w zyciu wyzwania etyczne zwigzane z  algorytmami
prywatnym, jak i publicznym, niezbedny jest dostep rekomendacyjnymi w naszych spoteczenstwach.
do wtasciwych informacji, ktére umozliwia im Algorytmy rekomendacyjne wykorzystujg uczenie
podejmowanie decyzji na podstawie wiarygodnych maszynowe i sztuczng inteligencje do analizowania
danych, do ktérych majg dostep. zachowan uzytkownikéw i sugerowania
spersonalizowanych tresci. Firmy takie jak Amazon,
Powigzang kwestia jest obawa, ze banki Netflix, YouTube i Facebook stosujg zaawansowane
informacyjne? — czyli sytuacje, w ktorych algorytmy systemy rekomendacyjne w celu zwiekszenia
eksponujg uzytkownikom tylko niektére informacje, a zaangazowania uzytkownikow i generowania
inne pomijajg — mogg nie tylko wptywac na jakosc¢ przychodéw. Systemy te opierajg sie na danych
otrzymywanych przez nas informacji, ale takze takich jak interakcje uzytkownikéw, historia
przyczyniac sie do utrwalania naszych uprzedzen, nie przegladania i preferencje, aby tworzy¢
eksponujgc nam innych punktéw widzenia i izolujgc spersonalizowane rekomendacje.

nas w naszej wtasnej rzeczywistosci. Istniejg obawy,

1 W swojej ksigzce ,Filterworld” dziennikarz Kyle Chayka omawia znaczaca role algorytmdéw rekomendacyjnych w naszym spoteczenstwie, zaréwno te
pozytywna, jak i negatywng. Oto wywiad na temat pracy Chayki: _https://www.theverge.com/24094338/kyle-chayka-filterworld-algorithmic-
recommendation-tiktok-instagram-culture-decoder-interview

2 Oto wyktad TED na temat baniek informacyjnych, znanych réwniez jako banki filtrujgce:
https://www.ted.com/talks/eli_pariser beware online filter bubbles?language=en

3 Wiecej informacji: W sprawie Gonzalez przeciwko Google, rozpatrywanej przez Sad Najwyzszy Stanéw Zjednoczonych, omdéwiono mozliwos¢, ze algorytmy
rekomendacyjne mogg prowadzi¢ do radykalizacji terrorystycznej. Studenci mogg uzyska¢ dostep do podcastu poswieconego tej sprawie:
https://www.techpolicy.press/a-deep-dive-into-gonzalez-v-google/ Wiecej informacji na temat tej sprawy:_https://www.oyez.org/cases/2022/21-1333

4 Jak Netflix rekomenduje filmy do obejrzenia:_https://www.youtube.com/watch?v=ng2QtatuF7U

5 Oto wyjasnienie dziatania algorytmu rekomendacji Spotify:_https://www.youtube.com/watch?v=pGntmcy HX8&t=37s

6 Jak Tik Tok Cie rozgryza:_https://www.youtube.com/watch?v=nfczi2cl6Cs



https://www.theverge.com/24094338/kyle-chayka-filterworld-algorithmic-recommendation-tiktok-instagram-culture-decoder-interview
https://www.ted.com/talks/eli_pariser_beware_online_filter_bubbles?language=en
https://www.techpolicy.press/a-deep-dive-into-gonzalez-v-google/
https://www.oyez.org/cases/2022/21-1333
https://www.youtube.com/watch?v=nq2QtatuF7U
https://www.youtube.com/watch?v=pGntmcy_HX8&t=37s
https://www.youtube.com/watch?v=nfczi2cI6Cs

Systemy rekomendacji o

System rekomendacji YouTube - jak dziata?

Jednym z najczesciej analizowanych systemow rekomendac;ji jest algorytm
YouTube. Algorytm rekomendacji YouTube to ztozony system oparty na
sztucznej inteligencji, zaprojektowany w celu maksymalizacji
zaangazowania uzytkownikow poprzez sugerowanie filmow
dostosowanych do indywidualnych preferencji, czesto na podstawie historii
ogladania. Wykorzystuje on potgczenie technik gtebokiego uczenia sie,
analizy danych uzytkownikbw i oceny tresci, aby zapewnic
spersonalizowane rekomendacje.

Co napedza algorvtm rekomendacji

YouTube algorytm rekomendacji

Gromadzenie i przetwarzanie danych:

YouTube $ledzi interakcje uzytkownikéw, w tym historie oglagdania,
historie wyszukiwania, polubienia, niepolubienia, komentarze i
udostepnienia, a takze subskrypcje i preferencje dotyczgce
powiadomien, czas oglgdania i czas trwania sesji.

m Modele rankingowe i prognostyczne:

Modele rankingowe i prognostyczne: Algorytm wykorzystuje
modele gtebokiego uczenia sie do analizy przesztych zachowan i
przewidywania, co uzytkownik prawdopodobnie obejrzy w
nastepnej kolejnosci. Ocenia rézne czynniki, takie jak czestotliwosc¢
kliknie¢ uzytkownikow w polecane filmy, czas, przez jaki uzytkownicy
ogladajg film (czas ogladania), oraz polubienia, udostepnieniaii
komentarze (wskazniki zaangazowania).

m Proces rekomendacji:

YouTube stosuje proces rekomendacji, ktéry mozna opisac¢ w
nastepujgcy sposob:

* Generowanie kandydatow: System najpierw filtruje miliony
filmow, aby stworzyé mniejszy zestaw odpowiednich
rekomendacji.

* Ocena punktowa: Inny model ocenia i klasyfikuje kandydatéow w
celu wybrania zestawu elementow, ktdre zostang wyswietlone
uzytkownikowi (od 1 do 10). Poniewaz model ten ocenia
stosunkowo niewielki podzbior elementdéw, system moze
wykorzystaé bardziej precyzyjny model oparty na dodatkowych
zapytaniach.

* Ponowne rankingowanie: System musi uwzgledni¢ dodatkowe
ograniczenia dotyczace ostatecznego rankingu. Na przyktad
system usuwa pozycje, ktére uzytkownik wyraznie nie polubit,

; lub podnosi ocene nowszych tresci.
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7 Zobacz https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/45530.pdf
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https://developers.google.com/machine-learning/recommendation/overview/types
https://static.googleusercontent.com/media/research.google.com/en/pubs/archive/45530.pdf

Tak mniej wiecej wyglada dziatanije

systemu rekomendacji YouTube®",

user history andcomextl ktéry decyduje 0 tym’ coO -
uzytkownik widzi na tej platformie:
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Zobacz, jak dziata algorytm YouTube

W ramach projektu DataSkop realizowanego przez Platform
Dynamiken® stworzono symulacje systemu rekomendacji YouTube
przy uzyciu danych przekazanych przez ochotniczych uzytkownikow.
Dzieki temu mozemy omoéwi¢ i zrozumie¢, w jaki sposéb réine
zmienne wptywajg na liste filmoéw wyswietlanych w serwisie
YouTube. Kliknij ponizszy obrazek, aby uzyska¢ dostep do symulacji:

8 https://blog.youtube/inside-youtube/on-youtubes-recommendation-system/
9 https://dataskop.net/recommender-sim/?en



https://blog.youtube/inside-youtube/on-youtubes-recommendation-system/
https://dataskop.net/recommender-sim/?en
https://www.researchgate.net/figure/The-recommendation-system-architecture-of-YouTube-Covington-et-al-2016_fig2_353042844
https://dataskop.net/recommender-sim/?en

Co robig platformy — dziatania YouTube

Jako firma, YouTube (i jego wtasciciel, Google) wydaje sie byc
swiadomy probleméw zwigzanych z algorytmami rekomendacji. Firma
podjeta dziatania majgce na celu rozwigzanie tych problemow.

Na przyktad YouTube wprowadzit funkcje takie jak
,Up Next” (Nastepne), aby zwiekszy¢ réznorodnosé
tresci dostarczanych uzytkownikom i zachecié ich do
odkrywania nowych tresci. YouTube zacheca
rowniez uzytkownikéw do robienia przerw, aby
zapobiec nadmiernemu angazowaniu sie w okreslone
rodzaje tresci. YouTube zmodyfikowat rowniez swdj
algorytm, aby uwzgledniat nowe i popularne tresci
w celu zwiekszenia mozliwosci odkrywania
réznorodnych tresci.

YouTube stosuje réwniez weryfikacje faktéw, aby

ztagodzi¢  skutki dezinformacji i fatszywych
informacji na swojej platformie, ogranicza

Interwencje stron trzecich

monetyzacje wprowadzajgcych w bfad tresci i
wprowadzit dalsze zmiany w swoich algorytmach,
aby ograniczy¢ rozpowszechnianie szkodliwych
tresci.  Uzytkownicy otrzymali réwniez wieksza
kontrole nad ustawieniami rekomendacji, co
pozwala im usuwa¢ historie ogladania lub oznaczac
tresci jako ,nieinteresujgce” w celu udoskonalenia
rekomendagji.

YouTube stara sie rowniez wyjasnia¢, jak dziata jego
algorytm, aby zwiekszy¢ swiadomos¢ uzytkownikow
na temat tego, w jaki sposdb wybierane s3 tresci,
ktére widza. 10

Aby rozwigza¢ problemy zwigzane z algorytmami rekomendacji, badane s3 rdine
rozwigzania stron trzecich, z ktérych wiele koncentruje sie na ,,miekkich interwencjach”

niezaleznych od tresci, takich jak ,,wytaczniki wirusowosci”, ktore tymczasowo zatrzymuja
algorytmiczne wzmacnianie szybko rozprzestrzeniajgcych sie postow, lub wprowadzenie
»yukierunkowanego tarcia” oraz stosowanie podpowiedzi i wyskakujgcych okienek, ktére

zachecajg uzytkownikow do przeczytania artykutu przed udostepnieniem.

Ponadto przepisy takie jak unijna ustawa o ustugach
cyfrowych (DSA) majg réwniez na celu zapewnienie
uzytkownikom wiekszej autonomii poprzez
zobowigzanie duzych platform do oferowania co
najmniej jednej alternatywnej metody rekomendacji,
ktéra nie opiera sie na profilowaniu uzytkownikow.
Zgodnie z prawem duze platformy sg zobowigzane
do aktywnego monitorowania i podejmowania
dziatann majacych na celu ograniczenie tego, co DSA
nazywa ,ryzykiem systemowym” lub zagrozeniami,
jakie algorytmy lub ich stosowanie moga stanowic
miedzy innymi dla praw cztowieka lub samej
demokracji.

Oprécz domagania sie zmian w platformach takich
jak YouTube, istniejg projekty skupiajgce sie na
wspotpracy  uzytkownikéw w  celu  poprawy
doswiadczenn o0séb korzystajagcych z systemow
rekomendacji, majace na celu zapewnienie im
pewnej kontroli nad tym, co widzg w Internecie.
Jednym z przyktadéow jest Project Tournesol,
platforma open source, ktéra zapewnia narzedzie do
wspdlnego podejmowania decyzji.!* Gtéwnym celem

projektu Tournesol jest wspdlne identyfikowanie
najpopularniejszych filméw bedacych przedmiotem
zainteresowania publicznego poprzez uzyskiwanie
opinii uzytkownikéw na temat jakosci tresci w celu
stworzenia duzej otwartej bazy danych zawierajacej
oceny jakosci filmow.

Bezposrednim efektem tej bazy danych jest
poprawa jakosci filméw rekomendowanych przez
YouTube dzieki wykorzystaniu opinii tysiecy osob
korzystajgcych z platformy. Tournesol udostepnia
rowniez uzytkownikom rozszerzenie przegladarki,
ktore pozwala wyswietla¢ filmy rekomendowane
przez spoteczno$é¢ bezposrednio na stronie gtdwnej
YouTube.

Tournesol promuje przejrzystosé, dzielenie sie
wiedza i umiejetnos¢ korzystania z medidw,
udostepniajgc swoj algorytm i caty kod zrédtowy jako
oprogramowanie open source i wolne
oprogramowanie. Udostepnia rowniez swojg baze
danych na licencji Creative Commons, majac
nadzieje, ze pomoze to réwniez w udoskonaleniu
badan nad algorytmami rekomendacji.

10 Aby zapozna¢ sig z przegladem tych dziatan, zobacz: https://developers.google.com/machine-learning/recommendation/overview/types

11 Wiecej informacji na temat Tournesol:_https://tournesol.app/about



https://tournesol.app/about

Inne przyktady

, harzedzie internetowe, ktore
umozliwia wspdlng weryfikacje filmow wideo w
Internecie  poprzez naktadanie na nie
wiarygodnych zrédet. Innym przyktadem jest

, ktére wykorzystuje sieé
certyfikowanych naukowcéw do opatrywania
artykutéw internetowych adnotacjami
dotyczacymi ich doktadnosci i klasyfikowania ich
wedtug wiarygodnosci.

Ogdlnie rzecz biorac,
inicjatywy takie jak te maja
na celu przeniesienie
witadzy na spotecznosci i
ekspertéw, aby wspdlnie
oceniaci
kontekstualizowa¢
informacje, stanowigc
przeciwwage dla
algorytmow
rekomendacyjnych
opartych wytacznie na
zaangazowaniu.

Skad biorg sie potencjalne problemy

Algorytm YouTube byt krytykowany za tworzenie
baniek informacyjnych lub ,kréliczych nor” tresci,
takich jak te omdéwione we wstepie do niniejszego

przypadku.

Problem polega na tym, ze wydaje sie, iz algorytmy
rekomendacyjne albo nieustannie dostarczajg
jednego rodzaju tresci, albo w coraz wiekszym
stopniu polaryzujg uzytkownikéw, co prowadzi do
potencjalnych  dezinformacji i ideologicznych
echokomor.

Poniewaz  algorytm  nieustannie  aktualizuje
rekomendacje w oparciu o aktywnos¢ uzytkownikéw
w czasie rzeczywistym, priorytetowo traktuje tylko
tresci, ktére mogg utrzymaé zaangaiowanie
uzytkownikdéw, co czasami moze prowadzi¢ do
sytuacji, w ktérych tylko podobne tresci s3a
wielokrotnie rekomendowane.



https://captainfact.io/
https://climatefeedback.org/
https://tournesol.app/about

Omowienie problemow

Korzystajgc z doswiadczen zwigzanych z algorytmem
YouTube, mozemy teraz
problemy spoteczne zwigzane z wykorzystaniem
algorytmow rekomendacyjnych, ktore okreslajg, co
ludzie ogladajg w Internecie, a w szczegdlnosci z
bankami informacyjnymi.

omowi¢ potencjalne

.................... PotenCialne
problemv
spoteczne

Kwestie prywatnosci:

Naruszenie prywatnosci. Algorytmy rekomendacyjne opierajg sie na
ogromnych ilosciach danych uzytkownikdéw, czesto gromadzonych bez
wyraznej zgody uzytkownikow.

Brak sSwiadomosci i brak przejrzystosci. Uzytkownicy moga nie by¢ w petni
Swiadomi tego, w jaki sposéb ich dane sg wykorzystywane i udostepniane.

m Stronniczos¢ i dyskryminacja:

Wzmacnianie uprzedzen. Algorytmy mogg wzmacniad istniejgce
uprzedzenia, promujac tresci zgodne z dotychczasowymizachowaniami,
ograniczajgc dostep do réznorodnych perspektyw.

Obawy dotyczace sprawiedliwosci. Historyczne uprzedzenia w danych
szkoleniowych mogg skutkowacé niesprawiedliwym traktowaniem niektdrych
grup demograficznych.

m Manipulacja i wykorzystywanie:

Algorytmy, ktdre na pierwszym miejscu stawiaja zysk, a dopiero potem
zdrowe ekosystemy informacyjne. Firmy mogg projektowac algorytmy,
ktére przedktadajg tresci nastawione na zysk nad dobro uzytkownikow,
zachecajac do nadmiernej konsumpcji lub niezdrowych zachowan.
Manipulacja uzytkownikami. Niektore platformy wykorzystuja techniki
perswazyjnego projektowania w celu maksymalizacji zaangazowania, czesto
kosztem autonomii uzytkownikow.

m Dezinformacja i radykalizacja:

Algorytmy rekomendacyjne mogg wzmacnia¢ wprowadzajgce w btad lub
sensacyjne tresci ze wzgledu na ich wysoki potencjat zaangazowania.
Algorytmy rekomendacyjne moga rowniez ukrywac przed uzytkownikami
wazne informacje, obnizajgc jakos¢ informacji, ktére otrzymuija, ale takze
budzac obawy dotyczgce mozliwego wykluczenia lub dyskryminacji.
Badania wykazaty, ze takie algorytmy przyczyniaja sie do
rozpowszechniania teorii spiskowych i ideologii ekstremistycznych.




Algorytmy i reklama -

Wptyw baniek informacyjnych na firmy

Dla firm media spotecznosciowe stanowig doskonaty sposéb na nawigzanie
kontaktu z klientami online, dzielenie sie informacjami o swoich produktach,
angazowanie odbiorcow i budowanie reputacji marki. tatwosé i szybkosc¢
dziatania mediéw spotecznosciowych umozliwity dotarcie do znacznie szerszego
grona odbiorcéw niz byto to mozliwe wczesniej.

Jednoczesnie niesie to ze sobg nowe zagrozenia dla
firm, poniewaz mogg one sta¢ sie celem
dezinformacji, ktdra jest chetnie konsumowana przez
znaczng liczbe osdb w Internecie.!? Inne rodzaje firm,
bardzo réznigce sie od YouTube, wykorzystujg
algorytmy do rekomendowania uzytkownikom tresci
lub  produktéw. Doskonatym przyktadem jest
Amazon, ktéry wykorzystuje wiasny algorytm do
rekomendowania uzytkownikom produktéw, ktoére
moga chcie¢ kupic.

Algorytm Amazona opiera rekomendacje produktéw
na korelacjach miedzy produktami, a nie na
podobienstwach miedzy profilami uzytkownikéw i ich
zachowaniami zakupowymi. Dzieki temu Amazon nie
musi analizowaé historii zakupéw w catej swojej
bazie danych klientéw. Zamiast tego badacze
Amazona wykorzystali miare powigzania oparta na
réznicach prawdopodobienistwa: produkt B jest
powigzany z produktem A, jesli nabywcy produktu A
sg bardziej sktonni do zakupu produktu B niz
przecietny klient Amazona. Im wieksza rdznica w
prawdopodobienstwie, tym wieksze powigzanie
miedzy produktami.1?

Al ialsi enncAh :lanrutmy rekomendacyjne

wyswietlajg reklamy

Algorytmy rekomendacyjne stuzg reklamie poprzez analize danych uzytkownikow w- celu

dostarczania spersonalizowanych reklam. Algorytmy te gromadzg dane z historii

przegladania, zachowan zakupowych,

zaangazowania w tresci

oraz

informacje

demograficzne w celu tworzenia profili uzytkownikow. Na podstawie tych profili reklamy
sg kierowane do uzytkownikow, ktorzy najprawdopodobniej uznaja je za istotne.

Aby dopasowac reklamy do uzytkownikéw, platformy
wykorzystujg techniki takie jak filtrowanie oparte na
tresci, ktore rekomenduje reklamy podobne do
wczesniej ogladanych tresci, oraz filtrowanie oparte
na wspotpracy. Wiele systemdw wykorzystuje
rowniez modele hybrydowe i gtebokie uczenie sie,
aby jeszcze bardziej udoskonali¢ rekomendacje
reklam. Google, Amazon lub Meta wykorzystujg
wiasne algorytmy do dostarczania reklam.

Po wyswietleniu reklamy algorytmy stale S$ledzg
interakcje, takie jak klikniecia lub konwersje, aby
ulepszy¢ przyszte rekomendacje. Tworzy to petle
informacji zwrotnej, ktéra z czasem optymalizuje
dostarczanie reklam. Platformy takie jak Google!4 ,
Facebook'® i Amazon® wykorzystujg te metody, aby
zmaksymalizowa¢ skutecznos¢ reklam, jednoczesnie
utrzymujac zaangazowanie uzytkownikow.

12  https://www.pssi.cz/download/docs/8209 764-blog-private-companies-and-disinformation.pdf

13 Zobacz:_https://www.amazon.science/the-history-of-amazons-recommendation-algorithm

14 Reklamy Google wyjasnione przez Google:_https://business.google.com/es/google-ads/

15 Mozesz postuchaé, jak to dziata, od naukowcéw z Amazon:_https://www.youtube.com/watch?v=GSQj27ps854

16 Tak dziata system Meta:_https://www.facebook.com/business/news/good-questions-real-answers-how-does-facebook-use-machine-learning-to-

deliver-ads#:~:text=How%20does%20Facebook%20decide%20which,results%200f%200ur%20ad%20auction
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Potencjalne problemy: reklama i dyskryminacja

Problem z algorytmami rekomendujgcymi reklamy polega na tym, ze
algorytmy rekomendacyjne mogg aktywnie dyskryminowac ludzi, poniewaz
nie sg one wcale neutralne. S3 to systemy spoteczno-techniczne, ktore
mogg utrwala¢ spoteczne uprzedzenia, poniewaz algorytmy s3g
projektowane przez ludzi i szkolone na podstawie danych historycznych,
ktore moga by¢ niedoktadne, niekompletne lub tendencyjne, co moze
prowadzi¢ do ,,uprzedzen automatyzacji” wobec grup marginalizowanych ze
wzgledu na rase, pteé lub orientacje seksualng.?

Moze to byc¢ szczegdlnie szkodliwe w przypadku prowadzi¢ do utrwalania historycznej dyskryminacji

reklamy ukierunkowanej, poniewaz zainteresowania
reklamowe w potaczeniu z technikami optymalizacji
mogg by¢ wykorzystywane do  wykluczania
okreslonych grup demograficznych z mozliwosci
uzyskania mieszkania, zatrudnienia lub kredytu,
nawet bez takiego zamiaru. Nawet jesli sposéb, w
jaki technologia ,, decyduje” o tym, ktére reklamy s3
wyswietlane, a ktére nie, wydaje sie neutralny, w

0s6b znajdujgcych sie w trudnej sytuacji, co jest
znane jako ,nieréwny wptyw”. 18

Nieréwny wptyw wynikajacy z praktyk reklamowych
w Internecie byt wielokrotnie dokumentowany.
Ponizej przedstawiono jeden z najbardziej znanych
udokumentowanych przypadkéw zwigzanych z
praktykami reklamowymi Facebooka.

rzeczywistosci jest daleki od neutralnosci i moze

Badania ProPublica dotyczgce reklamy internetowej i wykluczenia

W 2016 r. organizacja dziennikarska ProPublica udokumentowata, w
jaki sposdb system reklamowy Facebooka wykluczat uzytkownikéw z
niektorych reklam ze wzgledu na ich rase, co jest praktyka niezgodna
Z prawem.

MACHINE BIAS

Facebook Lets Advertisers
Exclude Users by Race
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17 Zobacz: Noble, S. U. (2018). Algorytmy ucisku: jak wyszukiwarki wzmacniajg rasizm. New York University Press.
18 https://www.law.cornell.edu/wex/disparate_impact#:~:text=A%20disparate%20impact%20policy%200r,by%20the%20Wex%20Definitions%20 Team%5D
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Rozmowa na temat problemoéw

mCzy potrafisz wskaza¢ podobne wyzwania do tych
zidentyfikowanych w algorytmie YouTube?

Jakie potencjalne problemy mogg Twoim zdaniem
wynikac z personalizowanych reklam lub rekomendacji
produktow?

Co mozemy zrobic?

Jak wida¢, algorytmy rekomendacyjne w reklamie majg na celu
personalizacje tresci poprzez analize danych uzytkownikéw i
przewidywanie ich preferencji. Chociaz poprawia to trafnos¢ reklam i
zaangazowanie uzytkownikow, moze rowniez prowadzic do
niezamierzonych konsekwencji, takich jak wykluczenie uzytkownikow,
jak pokazuje przypadek ProPublica.

Algorytmy te moga wzmacnia¢ uprzedzenia,
ograniczajgc dostep do roznorodnych produktow,
ustug lub ofert pracy, co ma nieproporcjonalny
wptyw na niektére grupy. Ponadto uzytkownicy, .
ktérzy nie pasujg do typowych wzorcéw zachowan, -qu’e .

mogg otrzymywaé mniej trafnych rekomendacji, co w rozwiqgzania

praktyce ogranicza ich dostep do mozliwosci. zaproponowaf

bys?

00

W jaki sposdéb reklamodawcy i platformy moga
zrownowazy¢ personalizacje z inkluzywnoscig, aby
zapewni¢, ze systemy rekomendacji stuzg szerszej i
bardziej zréznicowanej grupie odbiorcéw?
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Wytyczne dla instruktorow -

O studium przypadku

Studium przypadku ma na

celu dostarczenie

instruktorom konkretnych

przyktadow algorytmicznych rekomendacji stosowanych przez odpowiednie firmy
technologiczne w celu zbadania, jakg role odgrywaja one w spoteczenstwie i w
ksztattowaniu naszego ekosystemu informacyjnego.

Aby zrozumieé, jak dziatajg algorytmiczne
rekomendacje i jakie sg zwigzane z nimi problemy,
przeanalizowano praktyki znanych firm, takich jak
YouTube, Amazon czy Meta. Studium przypadku
podzielono zasadniczo na dwie czesci. Pierwsza
cze$¢ poswiecona jest ogdlnie algorytmom
rekomendacyjnym, badajac ich role w okreslaniu,
jakie informacje i tresci konsumuja ludzie, a takze
zwigzane z tym kwestie, takie jak banki
informacyjne. Oprécz analizy problemoéw i
mozliwych rozwigzan, poprzez przyktady i
praktyczne  demonstracje  podczas  studium
przypadku, instruktor powinien upewni¢ sie, ze
studenci dostrzegajg zwigzek miedzy ogdlnym
wykorzystaniem algorytméw do rekomendac;ji
treSci w spoteczenstwie a ich zastosowaniem we
wspotczesnych praktykach reklamowych, na czym
skupia sie druga czes¢.

Czesc¢ druga jest krotsza, poniewaz cze$¢ pierwsza
powinna zapewni¢ studentom  wystarczajgcy
kontekst i wiedze, aby wypetni¢ luki, a czes¢ druga
moze zosta¢ zastgpiona innymi istotnymi
zastosowaniami algorytmow rekomendacyjnych w
spoteczenstwie. Jedli instruktorzy zdecydujg sie
dostosowac studium przypadku, cze$¢ druga moze
by¢ otwartym polem do dziatania, gdzie instruktor
moze zdecydowaé sie skupi¢ na algorytmach
rekomendacyjnych wykorzystywanych do
rozpowszechniania wiadomosci, platformach

W sekcji ,,Zasoby

podobnych do YouTube Iub innych mediach
spotecznosciowych, takich jak Instagram lub Tik
Tok, lub na modelach biznesowych, takich jak te
stosowane przez Netflix, Spotify lub eCommerce w
przypadku Amazon. Instruktorzy mogg réwniez
zdecydowac¢ sie na skupienie sie na jego
zastosowaniu w finansach i bankowosci, opiece
zdrowotnej, transporcie (Google Maps lub Uber)
lub innych obszarach poza reklama.

Studium przypadku szczegdlnie dobrze nadaje sie
do zbadania potencjalnych wyzwan i zagrozen
zwigzanych  z  wykorzystaniem  algorytmédw
rekomendacyjnych w  spoteczenstwie i jest
najbardziej pomocne, gdy stuzy podnoszeniu
Swiadomosci na temat tych kwestii, aby sktonic
studentéw do  krytycznego myslenia o
technologiach, ktore staly sie istotng czescig
naszej gospodarki i sposobu prowadzenia
dziatalnosci online, a takie, w idealnym
przypadku, aby sktoni¢ ich do unikania putapek i
proponowania rozwigzan. Dlatego tez niniejsze
studium przypadku powinno byé szczegdlnie
przydatne zawsze, gdy chcesz przedstawi¢ ogdlny
kontekst tego, jak technologia zmienia
spoteczenstwo, obowigzki lidera biznesowego
zajmujacego sie transformacjg cyfrowg i postepem
technologicznym, lub w kazdej klasie, w ktorej
chcesz wprowadzi¢ materiat pomagajacy krytycznie
mysle¢ o technologii, z ktorej korzystamy dzisiaj.

W catym materiale wyktadowcy i studenci znajdg zasoby, ktére pomogg im
zapoznaé sie z tematykg omawiang w studium przypadku. Kilka filmow wideo
pomaga wyjasnié, jak dziatajg algorytmy rekomendacyjne, oraz zidentyfikowac
znane problemy lub zagrozenia zwigzane z ich stosowaniem.

Znajduja sie tu réwniez linki do dtuzszych tekstéw,
ktore pozwalajg pogtebi¢ wiedze na omawiane
tematy. Niektore zasoby, zwtaszcza te
przedstawione w postaci klikalnego obrazka w
studium przypadku, s3 niezbednymi elementami,
poniewaz stanowia praktyczne ilustracje koncepcji
omawianych w studium przypadku. W takich
przypadkach pojawia sie wyrazna prosba, aby
wyktadowca i studenci klikneli na obrazek, ktéry
przeniesie ich do danego zasobu.

Materiaty wideo i teksty sg krdtkie, co oznacza, ze
instruktor moze zdecydowad sie na przydzielenie
ich jako zadanie przygotowawcze przed przyjSciem
na zajecia, aby pracowac nad studium przypadku,
lub, jesli pozwala na to struktura kursu, na
obejrzenie i przeczytanie podczas pracy nad
studium przypadku w klasie.

W  studium przypadku uzyto sporo termindéw
technicznych. Przypisy czesto zawierajg linki do
filméw lub dostepnych tekstéw, ktére wyjasniajg te
terminy. Zaleca sie, aby instruktor zapoznat sie z
tymi terminami przed rozpoczeciem pracy z
studium przypadku.
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Rozmowa o problemach

------- o Woprowadzenie

Instruktor powinien przedstawi¢ nastepujace cwiczenie wstepne, aby
zacheci¢ do refleksji nad omawianym tematem i upewnié sie, ze wszyscy
uczniowie sg na tym samym poziomie.

....... o Cwiczenie - ] 3 o _ .

wstepne: Popros uczniéw, aby w grupach przejrzeli swoje profile na

’ Netflix!® , Spotify?® , TikTok?! (lub podobnych serwisach) i

zapisali dziesieé najpopularniejszych programow
telewizyjnych/piosenek, ktére widzg w aplikacji.

Popros cztonkdéw grupy, aby poréwnali to, co widzg, i omowili
podobienstwa i rdznice, ktére dostrzegaja. Dlaczego, ich
zdaniem, pokazywane s3 im wiasnie te tresci?

m Popros cztonkdéw grupy, aby omoéwili, jak ich zdaniem ma sie
to do reklam, ktore widzag w swoich feedach w mediach
spotecznosciowych, takich jak Instagram lub YouTube.

....... o Czes¢ pierwsza

Korzystajgc  z  doswiadczen  zwigzanych z szczegolnosci z barikkami informacyjnymi. Instruktor
algorytmem YouTube, instruktor powinien omoéwic powinien poprowadzi¢ dyskusje w klasie na
potencjalne problemy spoteczne zwigzane z nastepujace wazne tematy, ale powinien réwniez
wykorzystaniem algorytmdéw rekomendacyjnych, zacheci¢ ucznidow do przedstawienia i omdwienia
ktdre okreslajg, co ludzie ogladajg w Internecie, a w wiasnych obaw.

------- ° Potencialne""""'"m Kwestie prywatnosci:

problemv . i . o
* Naruszenie prywatnosci. Algorytmy rekomendacyjne opierajg sie na
spoieczne ogromnych ilosciach danych uzytkownikéw, czesto gromadzonych bez
wyraznej zgody uzytkownikow.
* Brak swiadomosci i brak przejrzystosci. Uzytkownicy moga nie by¢ w petni
Swiadomi tego, w jaki sposdb ich dane sg wykorzystywane i udostepniane.

m Stronniczos¢ i dyskryminacja:

* Wzmacnianie uprzedzen. Algorytmy mogg wzmacnia¢ istniejgce
uprzedzenia, promujac tresci zgodne z dotychczasowymi zachowaniami,
ograniczajgc dostep do réznorodnych perspektyw.

* Obawy dotyczace sprawiedliwosci. Historyczne uprzedzenia w danych
szkoleniowych mogg skutkowadé niesprawiedliwym traktowaniem niektorych
grup demograficznych.

19 Jak Netflix rekomenduje Ci rzeczy do obejrzenia:_https://www.youtube.com/watch?v=ng2QtatuF7U
20 Oto wyjasnienie dziatania algorytmu rekomendacji Spotify: __ https://www.youtube.com/watch?v=pGntmcy HX8&t=37s
21 Jak Tik Tok Cie rozgryza:_https://www.youtube.com/watch?v=nfczi2cl6Cs
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https://www.youtube.com/watch?v=nq2QtatuF7U
https://www.youtube.com/watch?v=pGntmcy_HX8&t=37s
https://www.youtube.com/watch?v=nfczi2cI6Cs

....... @ Pote n cia I n e ‘.................E

broblemv m Manipulacja i wyzysk:

spoteczne

* Algorytmy, ktére na pierwszym miejscu stawiajg zysk, a dopiero potem
zdrowe ekosystemy informacyjne. Firmy mogg projektowac algorytmy,
ktore przedktadajg tresci nastawione na zysk nad dobro uzytkownikdw,
zachecajac do nadmiernej konsumpcji lub niezdrowych zachowan.

* Manipulacja uzytkownikami. Niektére platformy wykorzystujg techniki
perswazyjnego projektowania w celu maksymalizacji zaangazowania, czesto
kosztem autonomii uzytkownikéw.

m Dezinformacja i radykalizacja:

* Algorytmy rekomendacyjne mogg wzmacnia¢ wprowadzajgce w biad lub
sensacyjne tresci ze wzgledu na ich wysoki potencjat zaangazowania.

° Badania wykazaly, ze takie algorytmy przyczyniaja sie do
rozpowszechniania teorii spiskowych i ideologii ekstremistycznych.

W ramach dyskusji na
temat czesci pierwszej
instruktorzy powinni zbadaé
»dziatania platform” oraz
»interwencje stron trzecich”

(patrz strona 5).
Instruktorzy moga
sformutowac dyskusje
wokot mozliwych
rozwigzan, korzystajac z
nastepujgcych pytan do
dyskusji:

Kto to naprawi i w jaki sposdb?

..... @ 1A s
Pytania: (VB8 Czy uwazasz, ze YouTube podejmuje wystarczajace wysitki, aby

rozwigza¢ problem baniek informacyjnych na swojej
platformie?

Jakie bariery lub konflikty intereséw dostrzegasz w dziataniach
YouTube?

m Co sadzisz o rozwigzaniach Tournesol? Czy dostrzegasz
potencjat pozytywnego wptywu? Jakie sg jego ograniczenia?

Jakie strategie mogg wdrozy¢é platformy, decydenci i
technolodzy, aby systemy rekomendacji byly bardziej
zrownowazone, przejrzyste i odporne na stronniczos¢, a
jednoczesnie nadal angazowaty uzytkownikow?

mjakie rozwigzania zaproponowatbys?
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o Czes¢ pierwsza

Instruktor musi upewnic sie, ze studenci

dostrzegaja powigzania miedzy bardziej Studepu powinni rowniez
ogélnymi algorytmami zostac poproszeni o oceng
rekomendacyjnymi, kwestiami proponowanych rozwigzan
zwigzanymi z barkami informacyjnymi, plofpuzasr ol izl

problemami opisanymi powyzej oraz ZIdeptyflkowanych .
wykorzystaniem algorytméw problemow (patrz strony 6 i

rekomendacyjnych w reklamie. 7), aby ocenic, czy
rozwigzania sg
wystarczajace, oraz aby
uzyskaé pomysty na temat
tego, jakie rozwigzania
nalezy zaproponowac.

------- o Abv m W jaki sposob algorytmiczne systemy reklamowe przyczyniajg
ponrowadzic¢ sie do dyskryminacji, szczegdlnie w takich obszarach jak
dvskusie. rekrutacja pracownikéw, mieszkalnictwo i ustugi finansowe? Czy
instruktorzv potrafisz podaé przyktady z zycia wziete, ktore ilustrujg te
moea zadaé zagrozenia?
nasteouigce
pytania: m Jaka role odgrywajg algorytmy rekomendacyjne w

ksztattowaniu sposobu kierowania reklam do uzytkownikow?
m W jaki sposdéb algorytmy rekomendacyjne moga prowadzi¢ do

wykluczenia niektérych grup demograficznych z dostepu do
mozliwosci?

m W jaki sposdb personalizacja reklam za pomocg algorytmoéw
rekomendacyjnych tworzy ,banki filtrujgce reklamy” i w jaki
sposéb moze to wzmacnia¢ nierdwnosci ekonomiczne lub
spoteczne?

m W jakim stopniu firmy powinny ponosi¢ odpowiedzialnos¢ za
dyskryminacje algorytmiczng w kierowaniu reklam i jakie
polityki lub regulacje mogtyby promowaé sprawiedliwos¢ w
reklamach algorytmicznych?

m Jakie sg etyczne kompromisy miedzy maksymalizacjg trafnosci
reklam w celu zwiekszenia zaangazowania i zyskow a
zapewnieniem inkluzywnosci w reklamach internetowych?

W jaki sposdb firmy mogg zrdwnowazy¢ te konkurujace ze
sobg priorytety? W jaki sposéb mogg zaradzié
potencjalnym uprzedzeniom?
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