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Rodzaj OER

Demonstracja/symulacja przy uzyciu
narzedzia Open Access Tool Diffusion

— Cel/przeznaczenie

Poréwnaj wyniki generowania obrazéw przez sztuczng inteligencje, aby

ujawnié tendencyjnos¢, poréwnujac wyniki tego samego modelu lub
v réznych modeli

-------------- Oczekiwane efekty ksztalcenia

Student bedzie potrafit zidentyfikowac i ztagodzi¢ potencjalne uprzedzenia lub
niescistosci
w tresciach generowanych przez sztuczng inteligencje.

Sugerowane
Metodologiczne
Podejscie

Stowa
kluczowe

Generatywna

sztuczna

inteligencja Wyniki
Generatory Btad

obrazow Al Niedoktadnosci

Nauka oparta na
problemach

........................ . 02 Wprowad zenie .

Generatywna sztuczna inteligencja odnosi sie do modeli gtebokiego
uczenia sie, ktére moga przyjmowac surowe dane — na przyktad caty

zbior dziet Rembrandta — i ,,uczy€ sie” generowania statystycznie
prawdopodobnych wynikow na zgdanie, ktdre sg podobne, ale nie
identyczne z oryginalnymi danymi.

Narzedzia takie jak Stable Diffusion, Dall-E lub Mid-Journey generujg obrazy przy uzyciu sztucznej
inteligencji w odpowiedzi na pisemne instrukcje. Podobnie jak wiele modeli sztucznej inteligenc;ji, to,
co tworzg, moze na pierwszy rzut oka wydawac sie wiarygodne, ale czasami moga one znieksztatca¢
rzeczywistos¢ lub odzwierciedlaé spoteczne uprzedzenia swoich twércow.




» 03 Prezentacja narzedzi

Diffusion Bias Explorer stuzy do wykrywania
spotecznych uprzedzen w sztucznej inteligencji
generujacej obrazy na podstawie tekstu. Poniewaz
osoby na obrazach generowanych przez sztuczng
inteligencje sg fikcyjne i nie majg rzeczywistej rasy
ani ptci, narzedzie wykorzystuje sprytng metode
do wykrywania niesprawiedliwych wzorcéw.

Testuje to, jak bardzo zmieniajg sie obrazy, gdy
podpowiedzi zawierajg rézne tozsamosci ptciowe
i etniczne (,zdjecie Azjatki”) i poréwnuje to z
tym, jak bardzo zmieniajg sie one przy uzyciu
réznych zawodow (,,zdjecie pielegniarki”).

Poréwnanie to pokazuje, ze komercyjne modele
sztucznej inteligencji konsekwentnie

- 04 Wykonanie symulagji

niedostatecznie reprezentujg osoby z grup
marginalizowanych. Innymi stowy, popularne
narzedzia sztucznej inteligencji moga nie
tworzy¢ obrazéw osob pochodzacych z
mniejszosci lub pokazywac je znacznie rzadziej
niz osoby z bardziej dominujacych grup
spotecznych.

Przejdz do:_https://huggingface.co/spaces/society-

ethics/DiffusionBiasExplorer

m Skorzystaj z podpowiedzi, aby wybraé¢ modele T2l do
poréwnania (np. Stable Diffussion 1.4 vs. Dall-E 2).

m Wybierz przymiotnik dla kazdego modelu

m Wybierz zawadd dla kazdego modelu.

m Poréwnaj wyniki.



https://huggingface.co/spaces/society-ethics/DiffusionBiasExplorer
https://huggingface.co/spaces/society-ethics/DiffusionBiasExplorer

....................... - 05 Whnioski

Wyniki sg zgodne z wynikami badan, ktére pokazujg, ze ,niektore
stowa s3g postrzegane jako bardziej meskie lub kobiece w zaleznosci
od tego, jak atrakcyjne wydawaly sie opisy stanowisk zawierajace te
stowa dla mezczyzn i kobiet biorgcych udziat w badaniu oraz w
jakim stopniu uczestnicy czuli, ze ,,pasuja” do danego zawodu”.()

Wyniki  modeli T2l  wykazujg podobne zwigzanymi z réiznymi zawodami. Obrazy
uprzedzenia, co znajduje odzwierciedlenie w generowane przez sztuczng inteligencje moga

wynikach, gdzie podpowiedzi sprawiajg, ze wzmacnia¢ uprzedzenia i musimy by¢ ich
generowane obrazy sg wyraZznie nacechowane swiadomi oraz podejmowacé wysitki, aby je
ptcig, zgodnie z oczekiwaniami spotecznymi fagodzic.

Gaucher, D. & Friesen, J. (2011). Dowody na to, ze sformutowania zwigzane z ptcig w ogtoszeniach o prace
istnieja i utrwalajg nieréwnos¢ ptci. Journal of Personality and Social Psychology, tom 101(1), 109-128. doi:
10.1037/a0022530. Zobacz takze: https://huggingface.co/spaces/stable-bias/stable-bias
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https://arxiv.org/abs/2302.10893
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» 07 Materiaty uzupetniajace

Produkty generatywnej sztucznej inteligencji T2l

mogg generowac przydatne obrazy w

odpowiedzi na pisemne instrukcje. Jednak,

podobnie jak wiele modeli sztucznej inteligencji,
to, co tworzg, moze na pierwszy rzut oka
wydawac sie wiarygodne, ale czasami moze to
znieksztatcac rzeczywistosc¢ lub odzwierciedlac
uprzedzenia ich tworcow.

W przypadku kurséw z zakresu marketingu i
sprzedazy w ramach programu studiéw
biznesowych i zarzadzania interesujgce moze by¢
omowienie z  studentami konsekwenciji
obecnosci tych uprzedzen w obrazach, ktére
moga wykorzystac w kampaniach
marketingowych i reklamowych.

Konkretnym przyktadem, ktéry moze byc
interesujgcy do oméwienia, moga byé implikacje
ich wykorzystania w kampaniach
marketingowych dla uniwersytetu. Czy obrazy
bedg odpowiednio reprezentowaé spotecznosc
studencka lub kadre naukowg i pracownikéw?

Z bardziej ogélnego punktu widzenia etyki warto
poruszy¢ kwestie implikacji generatywnych
modeli sztucznej inteligencji, ktore
przedstawiajg tylko niektoére aspekty
rzeczywistosci, a nawet jg znieksztatcajg,
utrwalajac uprzedzenia i nie odzwierciedlajac

roznorodnosci.

Artykut Bloomberga z 2023 r. pt. ,Humans are
Biased: Generative Al is even worse” autorstwa
Leonardo Nicolettiego i Diny Bass moze by¢
swietng lekturg przygotowujacg do symulacji i
dostarczy¢ wielu wskazowek do dalszej dyskusji
na ten temat. Zawiera on réwniez kilka bardzo
ciekawych wizualizacji i dobrze wyjasnia
poruszane kwestie.

Artykut nie podaje konkretnych rozwigzan ani
srodkow, ktdre mozna podjgé, ale pozostawia
otwarte pytanie o to, kto powinien ponosi¢
odpowiedzialnos$¢: dostawcy zbiorow danych?
Trenerzy modeli? A moze twércy (tj. osoby, ktére
proszg sztuczng inteligencje o obrazy)?
Wykorzystaj to, aby zada¢ uczniom ztozone
pytania dotyczace odpowiedzialnosci, a takze
jako bodziec do przemyslenia i zaproponowania
mozliwych rozwigzan.



https://www.bloomberg.com/graphics/2023-generative-ai-bias/
https://www.bloomberg.com/graphics/2023-generative-ai-bias/
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https://www.youtube.com/@CiEGateway
https://www.linkedin.com/company/cooperation-in-education-gateway
https://www.instagram.com/cie.gateway?igsh=dzNxYnl3OGpnbmpn

