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« 01 Streszczenie

Rodzaj OER

Cwiczenie scenariuszowe

------------ Cel/przeznaczenie
Podnoszenie $wiadomosci na temat znaczenia jakosci danych dla wdrazania

algorytmow automatycznego podejmowania decyzji (ADMS), szczegdlnie w sektorze
marketingowym.

Oczekiwane efekty ksztatcenia

Student bedzie potrafit wdrozy¢ srodki majgce na celu
wyeliminowanie \ 4
btedéw w prognozowaniu zachowan klientéw.
ClAawna
kluczowe
Jakos$¢ danych Kampanie

Algorytmy marketingowe

Sugerowane
Metodologiczne
Podejscie

stronnicze ADMS
Nieréwnowaga
danych

Nauczanie oparte na
problemach

- 02 Wprowadzenie o

Kontekst: nrzewidvwanie marketingu bankowego
sukces przy uzyciu uczenia maszynowego

m biér danych wykorzystany w tym projekcie to zbiér danych dotyczgcych marketingu bankowego z

repozytorium UCI Machine Learning Repository. Zawiera on szczegétowe informacje o klientach, z
ktorymi skontaktowano sie w ramach kampanii marketingowej, oraz o tym, czy wykupili oni
lokate terminowa.

m Opis zbioru danych: Bank Marketing Dataset — UCI (plik bank.csv zawarty w materiatach OER).

m Nalezy uwaznie przeczytac kazdg zmienng i zrozumiec jej znaczenie.

Kliir2nmia Sform ul’owanie
> nroblemu

Jak mozemy przewidzie¢, czy klient wykupi lokate terminowg na
podstawie jego profilu i dotychczasowych interakcji w ramach
kampanii?

Wyzwanie: Zbiér danych jest bardzo niezréwnowazony, znacznie
mniej klientow wykupuje lokaty, co moze prowadzié¢ do
potencjalnego



https://archive.ics.uci.edu/dataset/222/bank+marketing

....................... P 03 PrezentaCja narzqdzi

Narzedzia wykorzystane w tym scenariuszu
cwiczeniowym

Najczesciej uzywany jezyk programowania w nauce o danych

= 02 Edytor jezyka Python

Google Colab lub Jupyter Notebook

-------- 03 Biblioteki i frameworki

|

Pandas: manipulacja danymi i czyszczenie danych

Scikit-learn: szkolenie modeli, ocena i przetwarzanie wstepne danych

XGBoost: zoptymalizowany framework do wzmacniania gradientowego
imbalanced-learn (SMOTE): rozwigzanie problemoéw zwigzanych z nieréwnowaga
klas

*  Matplotlib/Seaborn: wizualizacja i analiza danych

e 04 Zastosowane techniki

|

Czyszczenie danych i inzynieria cech

Postepowanie w przypadku nieréwnowagi klas (SMOTE, undersampling, wagi klas)
Trening modelu (RandomForest, XGBoost)

Ocena wydajnosci (przypomnienie, precyzja i wynik F1)




Wstepne przetwarzanie danych

* Usunieto zmienne, takie jak czas trwania, kampania i pdays,
ktore sg znane dopiero po skontaktowaniu sie z klientami,
aby unikng¢ wycieku danych.

* Zakodowano zmienne kategoryczne i skalowano dane
liczbowe w celu uzyskania lepszej wydajnosci modelu.

Postepowanie w przypadku nierownowagi klas

Zastosowano:

* Wagi klas w RandomForest, aby penalizowa¢ btedy w klasie
mniejszo$ciowe;.

*  SMOTE (Synthetic Minority Over-sampling Technique) w celu
sztucznego zwiekszenia liczby prébek w klasie
mniejszo$ciowe;.

* Podprébkowanie w celu zmniejszenia rozmiaru klasy
wiekszosciowe;j.

Trening modelu

Przetestowano wiele modeli:

* RandomfForest do prognozowania bazowego.

*  XGBoost w celu poprawy wydajnosci, zoptymalizowany za
pomoca funkcji Early Stopping i Feature Selection w celu
skrécenia czasu szkolenia.

Ocena

Oceniono wyniki przy uzyciu

*  Recall do wykrywania klas mniejszosciowych.

*  Wynik F1 dla zréwnowazonej doktadnosci miedzy precyzjg a
przypomnieniem.




....................... ° 05 WniOSki

Kluczowe spostrzezenia

Znaczenie stronniczosci danych:

Nieréwnowaga w zbiorze danych spowodowata, ze poczgtkowe
modele ignorowaty klase mniejszosciowg (klientow
subskrybujgcych depozyty).

Kluczowe znaczenie maja techniki
rownowazenia:

Podprébkowanie, wagi klas i SMOTE znacznie poprawity
przywofanie, cho¢ kosztem ogdlnej doktadnosci.

XGBoost z wyborem cech:

Dzieki zmniejszeniu liczby cech i dodaniu funkcji wczesnego
zatrzymywania, XGBoost poprawit wydajnos$é bez utraty
efektywnosci.

Kluczowe wnioski

m Etyczne projektowanie sztucznej inteligenciji:

Etyczne projektowanie sztucznej inteligencji wymaga
przemyslanego przygotowania zbioru danych, sprawiedliwych
wskaznikéw oceny oraz swiadomosci potencjalnych btedéw
systematycznych w wynikach.
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Zbiér danych dotyczgcych marketingu bankowego — repozytorium UCI
Machine Learning Repository:

Dokumentacja Scikit-learn:

Dokumentacja XGBoost:

Dokumentacja Imbalanced-learn:

Plik Jupyter Notebook (IPYNB)

Dotgczono szczegotowy notatnik Python z komentowanym
kodem, ktory przeprowadza uzytkownika przez kazdy etap
procesu.

Notatnik zawiera

Ll |

Etapy czyszczenia i przetwarzania wstepnego danych.

Inzynierie cech i logike wyboru zmiennych.

Wdrozenie réznych technik rownowazenia (SMOTE, Class Weights i
Undersampling).

Trening modelu za pomocg RandomForest i XGBoost.

Wskazniki oceny i wnioski wynikajace z rezultatéw.



https://archive.ics.uci.edu/dataset/222/bank+marketing
https://scikit-learn.org/
https://xgboost.readthedocs.io/en/stable/
https://imbalanced-learn.org/
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