m leaders

@ ﬂ E} Counded by oo
the European Union
Y 50

www.aileaders-project.eu




CWICZENIE SCENARIUSZOWE
- Jak opracowac wtasnego
wtasnego etycznego chatbota

"‘{H B Streszczenie 3

° (% Wprowadzenie _3

° 9_]'@' Prezentacja narzedzi _4

rmn).  Wytyczne dotyczace
S opracowania etycznego chatbota
5

| Zajecia praktyczne 7

. % Whnioski 8

« T Bibliografia_9

Materiaty uzupetniajgce _ 9




« 01 Streszczenie

Rodzaj OER

Cwiczenie scenariuszowe

etycznego chatbota w Google Colab.

Student bedzie potrafit stworzy¢ funkcjonalnego chatbota przy uzyciu
narzedzi przyjaznych dla poczatkujgcych, z uwzglednieniem zasad
etycznego projektowania.

Clawa
kluczowe
Etyczna sztuczna
inteligencja Hugging Face
Transformers
Gradio Ul
Moderacja tresci

Zastrzezenia

Chatbot
Prototyp
Google Colab
DialoGPT

Oczekiwane efekty ksztatcenia

.................. Cel/przeznaczenie
apewnij praktyczny, niedrogi prototyp pokazujacy, jak zbudowaé i wdrozyé

v

Sugerowane
Metodologiczne
Podejscie

Nauka oparta na
problemach

- 02 Wprowadzenie

Generatywne  chatboty  przenoszg sie z
laboratoriow  badawczych do  codziennych
punktéw obstugi klienta, sal lekcyjnych i urzadzen
osobistych, ale ich szybkie wdrazanie wyprzedza
rownie szybkie prace nad zabezpieczeniami
etycznej sztucznej inteligencji.

Programisci, ktérzy chcg dostarcza¢ uzytecznych
asystentéw, stojg przed kluczowym problemem:

jak doda¢ nawet minimalng moderacje tresci i
warstwy przejrzystosci bez kosztownej
infrastruktury lub zastrzezonych interfejsow API?

W  kolejnych  sekcjach  przedstawimy kilka
wytycznych dotyczacych wymagan, jakie powinien
spetnia¢ etyczny chatbot, a takze praktyczne

¢wiczenie  pozwalajgce  stworzy¢é  wiasnego
chatbota.
Ethical Chatbot (Demo)

This is a prototype chatbot with a very basic filter and simple disclaimers for demonstration, A production system should

use s much more robust moderation pipeline,
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....................... P 03 PrezentaCja narzqdzi

Narzedzia wykorzystane w tym scenariuszu
¢wiczeniowym

Najczesciej uzywany jezyk programowania w nauce o danych

= 02 Edytor jezyka Python

Google Colab lub Jupyter Notebook

-------- 03 Biblioteki i frameworki

* Transformatory (Hugging Face): tadowanie i uruchamianie wstepnie wytrenowanego
modelu konwersacyjnego (DialoGPT-medium)

* PyTorch (torch): backend gtebokiego uczenia sie do wnioskowania modelowego

* Gradio: interfejs uzytkownika bez kodowania do wdrazania i udostepniania chatbota

e 04 Zastosowane techniki

* Konfiguracja danych i kodu w bezptatnym notebooku Colab z obstugg GPU

* tadowanie wstepnie wyszkolonego modelu dialogowego i utrzymywanie stanu
konwersacji

* Moderacja tresci: czarna lista stow kluczowych (lub klasyfikator potokowy) w celu
blokowania toksycznych wpiséw

*  Wykrywanie tematéw wrazliwych: skanowanie stéw kluczowych - automatyczne
zastrzezenia (,,skonsultuj sie z profesjonalistg”)

* Generowanie odpowiedzi chatbota: pobieranie prébek z DialoGPT z kontekstem
historii

...t Szybkie wdrazanie:. interfejs.Gradio.z. paojedyncza. kamadrka, ktory.generuje. publiczny..

link do testowania




....................... - 04 Wytyczne dotyczace

opracowania etycznego

Wymagania dotyczgce etycznego chatbota

01 OKRESL CEL | ZAKRES DZIAtANIA CHATBOTA

Okresl przypadek uzycia:

* Okresl, co powinien robi¢ Twdj chatbot (np. odpowiadaé na pytania dotyczgce obstugi klienta

* utatwiaé wsparcie w zakresie zdrowia psychicznego lub udzielaé¢ ogdlnych odpowiedzi na
pytania).

Wyjasnij ograniczenia:
* Woyraznie okresl, czego chatbot nie moze robié¢ (np. udziela¢ porad medycznych, obstugiwac
transakcji finansowych).

’

02 USTAL WYTYCZNE ETYCZNE | ZACHOWANIOWE

Opracuj , Karte etyczng” lub polityke:

* Okresl zasady, ktorych powinien przestrzegaé Twoj chatbot (np. unikanie szkodliwych tresci,
poszanowanie prywatnosci uzytkownikowy).

*  Uwzglednij uczciwo$é, bezpieczenstwo, przejrzystosc i poszanowanie réznorodnosci.

Stworz ,, Kodeks postepowania” dla swojego chatbota:

* Jak powinien reagowac na tresci zawierajgce nienawis¢ lub molestowanie?

* Jakie stanowisko zajmuje w sprawie dezinformacji lub fatszywych informac;ji?

* Jak powinien postepowaé w przypadku présb o podanie danych osobowych lub wrazliwych?

Skonfiguruj mechanizmy awaryjne:

w sytuacjach, gdy chatbot otrzymuje nielegalne lub szkodliwe polecenia, zaprojektuj go tak,
aby odpowiadat odmowg lub bezpieczng alternatywa (np. kierujgc uzytkownika do
wykwalifikowanych specjalistow).

03 SZKOLENIE MODELU

|

Zrédto etycznych danych szkoleniowych:

* Upewnij sie, ze dane nie naruszajg prywatnosci ani praw autorskich.

* Staraj sie uzyskad reprezentatywne dane, ktore obejmujg rozne jezyki, regiony i kultury, aby
zminimalizowad stronniczos¢.

* Filtrowanie i wstepne przetwarzanie:

* Usun lub oznacz tresci potencjalnie szkodliwe lub stronnicze.

* Rozwaz uzycie gotowych narzedzi lub wewnetrznych filtréw do identyfikacji mowy
nienawisci, tresci o charakterze jednoznacznym lub danych osobowych.

Wybdér modelu:

* Zréwnowaz ztozonos¢ modelu z interpretowalnoscig i wykorzystaniem zasobdw.

* Uczenie sie ze wzmocnieniem na podstawie informacji zwrotnych od ludzi (RLHF) lub
podobne podejscia mogg poméc w udoskonaleniu zachowania modelu po szkoleniu.




--------- 04 ZAPEWNIJ UZYTKOWNIKOM PRZEJRZYSTOSC

Ujawniaj charakter swojego chatbota:

* Wyraznie poinformuj uzytkownikéw, ze majg do czynienia z systemem opartym na
sztucznej inteligencji.

* Przedstaw zastrzezenia dotyczgce wszelkich ograniczen i mozliwych niedoktadnosci.

Wyjasnij wykorzystanie danych:

* Poinformuj uzytkownikéw, w jaki sposéb ich dane sg przechowywane, przetwarzane i
wykorzystywane do ulepszania systemu.

* Przestrzegaj przepisow dotyczgcych ochrony danych (np. RODO, CCPA) i zapewnij tatwy
dostep do polityki prywatnosci.

Zapewnij fatwe ,wyjscie”:

* Poinformuj uzytkownikéw, ze w dowolnym momencie mogg wstrzymac lub zrezygnowac z
gromadzenia danych.

* Zapewnij mechanizm umozliwiajacy usuniecie lub anonimizacje danych na zgdanie.

-------- NS DNCTEDI |J \WW PRZYPADKACH GRANICZNYCH | WRAZLIWYCH
TEMATACH

Odmowa lub bezpieczne zakonczenie:

* W przypadku nielegalnych, szkodliwych lub bardzo wrazliwych présb (np. porad
medycznych, prawnych, finansowych) chatbot powinien:

* Przedstawié zastrzezenie i czesciowe informacje wraz z odniesieniami lub

* skierowad uzytkownika do profesjonalnej pomocy.

Kontekst zdrowia psychicznego lub samookaleczen:
* Przygotuj bezpieczne odpowiedzi: okaz empatie, zache¢ uzytkownika do skorzystania z
profesjonalnej pomocy i podaj dane kontaktowe stuzb wsparcia (jesli to mozliwe).

Sytuacje awaryjne:

* WyrazZnie zaznacz, ze chatbot nie jest przystosowany do obstugi sytuacji awaryjnych.

* Podaj instrukcje lub dane kontaktowe stuzb ratowniczych, jesli pojawig sie rozpoznawalne
sygnaty zagrozenia.

06 ZACHOWAJ ZGODNOSC Z WYMOGAMI PRAWNYMI | ETYCZNYMI

Zgodnos¢ z przepisami:

* BadZ na biezgco z przepisami dotyczgcymi sztucznej inteligencji, prywatnosci danych i
ustug cyfrowych w regionach, w ktérych bedzie dziatat Twoj chatbot.

* Widroz solidne mechanizmy ochrony danych i uzyskiwania zgody.

Kwestie odpowiedzialnosci:

* Jasno okresl, kto ponosi odpowiedzialnosé¢, gdy bot dostarcza nieprawidtowe lub
szkodliwe informacje.

* Opublikuj zastrzezenia szczegdétowo opisujgce zakres dziatania chatbota (np. ,nie jest
licencjonowanym pracownikiem stuzby zdrowia”).

Zachowaj jasng wizje etyczng

* Utrzymanie etycznego chatbota to ciggty proces. Okresowo weryfikuj swoje zasady i
upewnij sie, ze sg one zgodne z nowymi przepisami, warto$ciami spotecznymi i opiniami
spofecznosci. Spdjnos¢ i przejrzystosé aktualizacji pomagajg budowaé zaufanie. Sled?
wskazniki wydajnosci i uwzgledniaj opinie uzytkownikéw, aby osiggngé ciggtosc.




+ 05 Cwiczenia praktyczne

Opis rozwigzania

(postepuj zgodnie z instrukcjami zawartymi w dostarczonym notatniku),

To ¢wiczenie pokaze Ci, jak stworzyé prototyp
chatbota przy uzyciu wylacznie darmowych
narzedzi: notatnika Google Colab, ktéry faduje
model Hugging Face Transformers (np. DialoGPT),
dodaje do niego proste zasady moderacji tresci i
zastrzezenia dotyczgce wrazliwych tematéw, a
nastepnie wyswietla wynik za pomocg interfejsu
uzytkownika Gradio bez koniecznosci pisania kodu.
W niecatg godzine zobaczysz, jak przejs¢ od
koncepcji do linku, ktéry mozna udostepnic,

udowadniajgc, ze  szybkie  wdrozenie i
odpowiedzialny projekt nie muszg sie wzajemnie
wykluczaé. Udostepniamy gotowy do uzycia
notatnik Google Colab, ktéry krok po kroku
przeprowadzi Cie przez proces wdrazania
etycznego chatbota. Notatnik ma przejrzysta
strukture podzielong na sekcje, dzieki czemu
mozna zrozumie¢ i modyfikowaé kazdg warstwe
rozwigzania.

ciggu kilku minut bedziesz miec dziatajgcego chatbota z podstawowymi
zabezpieczeniami etycznymi, gotowego do zaprezentowania kolegom z zespotu
lub powtorzenia w celu wykorzystania w produkcji.
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spostrzezenia

Jasne okreslenie, co chatbot powinien, a czego nie powinien
robi¢, jest najskuteczniejszym zabezpieczeniem przed
naduzyciami w przysztosci.

Stronniczo$¢ danych szkoleniowych przektada sie bezposrednio
na zachowanie modelu; réznorodne zbiory danych, ktdre szanuja
prywatnos¢, sg niepodwazalne.

Filtr moderacji w czasie rzeczywistym wychwytuje rézne rodzaje
bteddw.

Przejrzystosc jest koniecznoscig. Uzytkownicy, ktérzy wiedzg, ze
rozmawiajg z Al, rozumiejg ograniczenia, kontrolujg swoje dane i
sg bardziej wyrozumiali w przypadku sporadycznych btedow.

Zarzadzanie musi by¢ ciggte, aby zapewnic nie tylko dobrg
wydajnosé, ale takze spetnienie wymogdw prawnych i etycznych.

Kluczowe wnioski

m tatwiej jest ztagodzi¢ zbyt surowe zabezpieczenia niz wprowadzac
moderacje po tym, jak szkodliwe tresci dotarty do uzytkownikdow.

Sled? wskazniki szkodliwych wynikéw, sprawiedliwosé
demograficzng i satysfakcje uzytkownikéw, a nastepnie powigzaj
aktualizacje modelu z konkretnymi celami.

Mniejsze, interpretowalne modele z jasnymi zabezpieczeniami
czesto przewyzszajg wieksze modele typu ,czarna skrzynka” pod
wzgledem bezpieczeristwa i zgodnosci z przepisami.

Narzedzia i zasady nie sprawdzajg sie bez zespotu, ktéry przedktada
dobro uzytkownikéw nad szybkosé lub nowatorskosc.

m Wiacz etyke do kazdego sprintu.
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* European Commission. (2024). EU Artificial Intelligence Act:
* Hugging Face Transformers Documentation:

e Gradio documentation:

Plik Jupyter Notebook (IPYNB)

Dotqgczono szczegotowy notatnik Python z komentowanym
v kodem, ktory przeprowadza uzytkownika przez kazdy etap
procesu.

....................... Notebook zawiera

I

Konfiguracje Instalacja transformatordéw, torch i gradio; sprawdzenie GPU.

srodowiska
tadowanie modelu Pobieranie otwartego modelu konwersacyjnego DialoGPT-medium (lub dowolnego
innego modelu) z Hugging Face i zainicjowanie bufora konwersacji.

Podstawowy filtr Wdraza prostg czarng liste stow kluczowych i pokazuje, jak zamienic jg na potok
moderacyjny toksycznosci Hugging Face w celu uzyskania silniejszego filtrowania.
Ograniczenia Skanuje dane wprowadzone przez uzytkownika pod katem stéw kluczowych

dotyczace tematéw zwigzanych z medycyng, prawem lub finansami i automatycznie dodaje zastrzezenie
»Skonsultuj sie z profesjonalistq”.

wrazliwych
Logika generowania Koduje polecenie uzytkownika, dotgcza historie czatu i pobiera prébki z modelu, aby
odpowiedzi wygenerowac odpowiedz uwzgledniajgcg kontekst.

Wdrozenie interfejsu Zawiera funkcje odpowiedzi w interfejsie internetowym bez kodu; uruchomienie
uzytkownika Gradio komarki zwraca publiczny link, ktéry mozna natychmiast udostepnic.

Wskazowki dotyczgce Komentarze wbudowane pokazuja, gdzie mozna podtaczy¢ inny model, rozszerzyc liste

....................... i) cccers ¢



https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://huggingface.co/docs/transformers/en/index
https://www.gradio.app/docs
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https://www.youtube.com/@CiEGateway
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